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ABSTRACT
Where do queries – the words searchers type into a search box –
come from? The Information Retrieval community understands the
performance of queries and search engines extensively, and has
recently begun to examine the impact of query variation, show-
ing that different queries for the same information need produce
different results. In an information environment where bad actors
try to nudge searchers toward misinformation, this is worrisome.
The source of query variation – searcher characteristics, contextual
or linguistic prompts, cognitive biases, or even the influence of
external parties – while studied in a piecemeal fashion by other re-
search communities has not been studied by ours. In this paper we
draw on a variety of literatures (including information seeking, psy-
chology, and misinformation), and report some small experiments
to describe what is known about where queries come from, and
demonstrate a clear literature gap around the source of query vari-
ations in IR. We chart a way forward for IR to research, document
and understand this important question, with a view to creating
search engines that provide more consistent, accurate and relevant
search results regardless of the searcher’s framing of the query.
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• Information systems → Information retrieval query pro-
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1 INTRODUCTION
How do you cook Beef Stroganoff for a dinner party? When 108
experimental subjects reported the initial query each used to answer
this information need, even after case normalization, stemming,
and spell correction, 19 different ways of wording the query were
recorded.1 Each form resulted in different effectiveness scores. Our
offline test collections typically record one wording per topic, even
though it has been shown that the words a searcher chooses will
not only affect the accuracy of their search, but the type of results
that are returned [84, 105]. Questions of dinner party food may
seem trivial, but what if a searcher was looking for something
more consequential: someone to hire, a political view, or a medical
treatment? Our SIGIR community researches ranking algorithms,
user interaction, search domains (e.g., Web, enterprise, etc.), and
the normalization of queries, but do we consider why a query is
worded in a particular way and how that wording affects search?

We contend that this topic is of increasing importance:
• There is a decline in trust in public institutions,2 which

means many more people research (and consequently search)
for their own answers, often seeking to reinforce or refute
existing views.

• By and large, people trust search engine results [82].
• The queries people use are getting longer [108], and longer

queries will by their very nature have more varied forms.
• Search Engines (SEs) are operating in an adversarial informa-
tion environment. Strongly held but briefly expressed views,
blatant misinformation, and commercially motivated senti-
ments proliferate. There is evidence that others try to influ-
ence how we search [98].

Recent work has demonstrated that information encounters on
social media are the genesis of a significant proportion of personally
important view changes, and search comes later in the process
[75]. There is evidence that the words used to present information
influence search terms as well as many other contextual factors.
Ultimately, the language in which results are expressed further
influence searchers’ engagement with search results [112].

Given the importance of the actual words typed in a search box,
it is perhaps surprising that this is a perspective of the search pro-
cess that has had little attention from the Information Retrieval
(IR) community. User interaction with search has been researched
extensively, but the focus is on understanding query behavior when
interacting with a SE such as query reformulation in search ses-
sions [26, 49], or query auto-completion [24]. There has been some
1The data for the work by Bailey et al. [10] can be downloaded at https://researchdata.
edu.au/from-uqv100-test-query-variability/1307620
2https://www.un.org/development/desa/dspd/2021/07/trust-public-institutions/
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work on query formation in Library and Information Science (LIS)
[70, 96], much conceptual in nature. There is some empirical work
asking participants to generate queries in response to a stated infor-
mation need (e.g., [57]), the work is limited to artificial information
needs, an approach that results in less user curiosity about the
results and therefore likely changed behavior [54]. A handful of
test collections were created that examine query variations [9, 23],
but that research has focused on the impact of the variation on
search results, rather than a query’s origin. While such research
has inspected particular factors affecting query formulation, there
remains a gap in understanding connections across the informa-
tional, social, technical, and cognitive factors that affect query term
selection. In short, a key question remains unanswered: where do
queries come from?

In this perspectives paper, we first discuss why this question
is important now, highlighting the rise of adversarial information
environments, and an increased focus on equity in technology
generally. We then examine the question from a variety of perspec-
tives. We examine existing research on variability (Section 3) and
demonstrate that – even for relatively simple needs and in homo-
geneous cohorts – there is high variability (Section 4). As a means
of outlining the potential for work in this topic area, we examine
variability from different perspectives to describe what is already
known about query formation, and demonstrate that there is an
important gap (Sections 5–7). Finally, we point to future research
directions to address this gap (Section 8), and draw conclusions
about the importance of this topic in Section 9.

2 WHY NOW
Query variability has always been a feature of search, query for-
mation has been discussed in the LIS literature, but there is a long-
standing disjunct between LIS and IR [41]. So why has the ways
in which queries are generated become important now? There are
two reasons: the increasingly adversarial nature of the information
environment in which we operate, and increased understanding of
the impact of human diversity on technology use.

One major change to the information environment is the po-
tential for adversarial actors, whether in a commercial or political
space, to deliberately word documents, presentations, or social me-
dia postings to nudge searchers to use particular words or phrases
in their query. It has been suggested that such actions could lead
searchers to the website of particular organizations which may then
disseminate information that is in the interest of that organization,
particularly for niche topics, so-called ‘data voids’ [45]. Tripodi [98],
inspired by a qualitative study of communities with a conservative
Christian worldview, described the detailed research conducted
by that community in order to determine the veracity of content
encountered online. However, the way queries were constructed
could be influenced by the particular wording of that very content.
Tripodi showed queries where the switching of one word could
alter retrieval results from emphasizing right-wing to left-wing
content [98]. Searchers have long been known to trust Web search
engine results [82]. A searcher unknowingly influenced to query
for a particular view may not seek alternates. Given the potential
for information encounters to engender view changes [75], and the
sheer volume of misinformation online, search engines can and

must play a role in supporting searchers’ quests for accurate infor-
mation. To do this, though, we need to understand how searchers
go from encountered information to search terms.

Another rationale for re-evaluating the importance of query
generation is the new recognition of the importance of diverse
voices in constructing IR systems and test collections. Much of the
existing work on relevance has been done by field experts [86],
who do not represent the diversity of searchers who actually use
search systems. Sometimes this lack of diversity has resulted in
negative representation of minority groups by search systems [79].
Beyond just representation, we know that when a group is not
considered in design and testing, the resulting product will often
not reflect their needs [66, 85]. This may mean that certain groups
get search results that are less well suited to their needs, simply by
virtue of the way they and their community search. Apart from the
work detailed in Section 3, incorporating query variability in test
collections is a priority that our community has largely ignored. As
popular as test collections are, there remains a substantial gap in the
predictions made by such offline datasets and the online realities of
evaluation with a working system. While this is pure speculation on
our part, it could be that the one reason for this disconnect between
offline and online evaluation is the lack of query variability in test
collections, partly because these test collections are based on a
homogeneous sample of searchers. Understanding how different
searchers construct queries could help make search engines more
effective for those searchers.

Query variations give us a lens onto some of the factors that may
be at play in query formulation: if we can tie query variations to
people and information, we may understand how individual factors
and background information affect what ultimately gets typed into
a search box. In the next section, we address what is already known
about query variability in IR.

3 QUERY VARIABILITY
It has been established that different searchers formulate different
queries from the same underlying information need. This is referred
to as query variability. The reasons for this variability remain an
open question. Research to date has primarily been examined from
the perspective of test collection creation, and analyses of retrieval
experiments subsequently carried out using those collections.

3.1 Test collections created for query variability
The effect of multiple query variations on system effectiveness
analysis was first investigated in the TREC-8 Query Track [23],
where five participating groups generated queries based on a set
of fifty topic statements. The conclusion was that topics – and
specific queries that deal with the same topic – lead to extreme
variability in system effectiveness scores, in contrast to different
retrieval systems which were only somewhat variable. However,
the track was not pursued beyond its initial two years of running.

Bailey et al. [9] studied whether variation in query formulation
alters retrieval effectiveness, creating a new collection based on
180 TREC topics from different tracks, chosen to represent differ-
ent levels of search task complexity. The topic statements were
re-written into backstories, which were shown to crowdsourced
workers who were asked to report what their first search query



would be. Analysis of system effectiveness demonstrated that the
level of variation arising from different searcher query formulations
was substantially higher than variation from differences in either
search topics, or retrieval algorithms.

Moffat et al. [78] studied the impact of query variability on the
completeness of relevance judgments. Test collections are typi-
cally constructed using pooling [101]. Introducing query variability
potentially adds to the number of documents in the pool, since
each participating system will generate candidate documents in
response to multiple queries per topic. The analysis demonstrated
that diversity in the documents that need to be judged that arises
from query variability is at least as substantial as that arising from
system variability, and critically, that previous test collections were
problematic for the rigorous study of query variability, since run-
ning new variant queries for a topic would introduce many new
unjudged documents into the evaluation process.

Consequently, the UQV-100 collection was developed [10]. In-
formation need backstories were written for 100 topics from TREC
Web tracks, which were shown to crowd workers. They were asked
to indicate what query they would use, resulting in an average
of 58 normalized queries per backstory. Corresponding relevance
judgments were obtained for the top-10 (as a minimum) pooled doc-
uments for each query variation. The collection was used to study
the consistency of search systems in the presence of query varia-
tions [11]. Further test collections have since been enhanced with
user query variations: Benham et al. [18] created query variations
for 250 topics used in the TREC Core 2017 Track.

3.2 Experiments on query variation collections
Evidence that combining results from query variations boosts re-
trieval effectiveness [11, 16, 19], as well as the impact that query
variability has on evaluation, led to interest in generating query
variations automatically. Benham et al. [17] explored the use of a
weighted random sampling process to generate query variations
that, when fused and combined with indexing techniques, provide a
better efficiency-effectiveness profile than relevance models. Breuer
et al. [22] presented an evaluation framework for analyzing the
extent to which simulated user query variations match real queries,
based on factors such as query term similarities, shared task utility,
and relative retrieval performance. The authors also proposed a new
parameterized query variation simulation approach, and demon-
strate that it has a higher fidelity to real queries than previous
approaches. Human-generated query variations were compared
with variations created using the Bing search engine’s click-graph
by Liu et al. [67], whose analysis showed that, while the system
effectiveness of both approaches is comparable, the two types of
variations display other subtle differences (e.g., the ranked lists of
documents that each approach retrieves).

Penha et al. [84] explored the robustness of retrieval pipelines
in the presence of query variation, motivated by the observation
that recent neural-based retrieval approaches in particular may be
brittle when evaluated using variant queries. Their analysis showed
an average fall in effectiveness of 20% in nDCG@10 compared to
performance on the original (single) queries available in the test col-
lections. The work also grouped query variation into six categories:
misspellings, naturality, ordering, paraphrasing, aspect changes,

and generalizations/specializations, supporting more nuanced anal-
ysis into the impact of these different types of variations.

The impact of query variations on system evaluation was con-
sidered by Zuccon et al. [115], who proposed a mean variance
evaluation framework that explicitly considers and separates query
variation and topic variation, and supports the incorporation of
risk sensitivity. They found that the new framework ranks systems
differently from more standard test collection-based effectiveness
evaluation approaches.

Throughout the development of test collections since the 1990s,
there has been a steady stream of works examining the way that
retrieval systems behave on those collections. Using ANOVA based
methodologies, researchers have considered which factors most
impact the effectiveness score of a retrieval algorithm. The sophis-
tication of the ANOVA models has grown in the last few years [40].
It was long assumed that the way different topics were worded was
the key driver of differences in scores between systems: a search for
the origins of coffee beans results in different effectiveness scores
from a search for ideal retirement locations in north west America.
Culpepper et al. [32] showed that the variability observed between
topics is not topic variability but variability in the way that the
query is expressed. This is a key observation as it means that we
have been focused on only one type of variability when building
test collections. We have assumed that we need to study a large
number of topics when in fact we need to study both a large number
of topics and those topics expressed in a large variety of ways.

3.3 Conclusions so far
Query variability, where different query instances are used to repre-
sent the same underlying information need, can have a substantial
impact on search systems, both in terms of system performance, as
well as the effectiveness evaluation framework itself. The research
so far has established that query variability substantially affects the
accuracy of a SE, yet the number of test collections we have in our
community to study this effect can be counted on one hand. The
work has established that query variability exists, but it has not
explained why it exists, what factors may influence such variabil-
ity, or fully explored how search can alleviate or potentially even
exploit such variability. Understanding where the variability comes
from will likely give us insight into how to better design SEs to
account for it.

4 EXPERIMENTS WITH VARIABILITY
While existing papers have detailed that the effectiveness of re-
trieval algorithms is susceptible to query variability, the variability
has not yet been studied on more recently described supervised
retrieval such as dense and learned-sparse methods, neither has it
been shown on a commercial SE. We detail experiments examining
query variability in these two situations.

4.1 Query variability in supervised retrieval
The purpose is to gain a preliminary understanding of retrieval
consistency for a set of query variations, where the same query is
compared across different inverted indexes – one traditional and
one augmented via a learned sparse representation. A second aspect



is to identify if, by default, a learned sparse index promotes or re-
scinds the ability for a query variation to return relevant documents
that were not previously identified by any other query variation
for the given topic. This may serve to guide future research ef-
forts towards a framework that combines user query variations and
fairness-aware retrieval techniques within adversarial information
environments. To explore these properties, we conduct a prelim-
inary study using a recent learned sparse representation model
HDCT [33]. HDCT is an extension of DeepCT [34] which uses contex-
tualized embeddings from a transformer model with a regression
layer to learn term weights based on query terms that are present
in relevant documents.

Experimental setup. The ClueWeb12C corpus was used [33], i.e., a
random 10% subset of the ClueWeb12B corpus containing 5,249,243
documents. The topic set used is the UQV-100 collection [10], con-
sisting of query variations for each of the 100 topics from the
TREC 2013–2014 Web tracks. In addition to the ClueWeb12C corpus,
judged documents from the UQV-100 collection were also indexed.
Two indexes were used: (i) a traditional term-frequency based index
(TF), where the source documents were indexed without any further
processing, and; (ii) a HDCT index (HDCT-Title) that utilized the title
field in source documents in a similar manner to that described by
Dai and Callan [33]. The process for HDCT segmented documents
into 16,527,770 passages of 300 terms suitable as input for DeepCT.
The document title field was used as a query pseudo-signal for
the training phase of learning paragraph term weights. Training
was performed for 100,000 steps with a batch size of 8 and learning
rate of 2e−5. Passage term weights were aggregated with the sum
method and a scaling coefficient 𝑁 = 10 was applied. Indexing and
retrieval was performed using the Anserini toolkit [111]. Indexes
were constructed with Krovetz stemming and stop words retained.
The following parameter configurations for retrieval were used:
BM25 with 𝑘1 = 0.9 and 𝑏 = 0.4; QL with ` = 1000; SDM with
𝑤𝑡 = 0.85, 𝑤𝑜 = 0.1, 𝑤𝑢 = 0.05.

Results. Figure 1 displays the consistency in retrieved documents
for various system-index combinations using Rank-Biased Over-
lap (RBO) [104]. RBO (𝑝 = 0.9) was computed to reflect the depth
of the judgment pool and the traditional first Search Engine Re-
sult Page (SERP). In general, when running the same query across
system-index combinations, the results show low consistency with
relatively few exceptions. This gives some indication of the ex-
tent to which index variation plays a role in candidate results for
learned sparse representations and may be an important factor
when considering new frameworks that include a user query vari-
ation component. This presents another dimension of variability,
and for continually changing adversarial environments any system
change has a potential impact on users.

Figure 2 aims to give insight to the retrievability aspect of each
retrieval method. The results show the number of variations in
which a query variation (within a topic) retrieved a relevant docu-
ment that was not retrieved by any other variation (within a topic).
As can be seen, there are many instances of documents being re-
turned by one variation that no other variations could obtain. Of
interest here is that, in the case of initial query formation, users are
led down distinct information seeking paths of document exposure.
We hypothesize there exists an equivalent potential for retrieval of
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Figure 1: Evaluation results for RBO (𝑝 = 0.9). Each retrieval
method on the traditional inverted index (TF) is compared against
all other retrieval methods on the learned sparse representation
index (HDCT-Title).
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Figure 2: Number of query variations returning a relevant docu-
ment that was not retrieved by any other variation within the same
topic. Left panel displays the total occurrences; right panel shows
occurrences that are unique to a given index, by a system.

unique adversarial documents given a query variation and future
work may need to consider adversarial labeled datasets with user
query variations [45].

4.2 Variability and a commercial search engine
In this second experiment, we aimed to understand how query
variations affect modern SEs. Using the UQV-100 dataset [9], we
submitted the query variations of 100 topics to a commercial SE
and measured the consistency of search results using RBO.

Experimental setup. We used the query variations provided in
the UQV-100 test collection and issued the 5,744 variations of the
one hundred topics with an average of 57.44 query variations per
topic to a widely used commercial SE: Google Search.3 For each
submitted query, we captured the retrieved result URLs and their
corresponding rankings from the first SERP. Only URLs of Web
documents, videos, and top stories were captured. Advertisements
and other less common SERPs items such as social media posts

3https://www.google.com

https://www.google.com


were excluded from the collected URLs. Every query was submitted
using a new browsing instance, to prevent user profiling.

Evaluation was performed with RBO (𝑝 = 0.9) to measure the
retrieval consistency across query variations for the SE employed
in our experiment. The RBO calculation is performed by comparing
both sets of result URLs that were returned by a pair of query
variations. Each topic RBO score is reported as an average RBO
score of all topic variation pairs.

To understand the effect of query variation type on retrieval
consistency – for example, how consistent the model is given a
variation in query naturality (keyword vs. natural language queries)
as opposed to a variation in word ordering – we used the six query
variation categories proposed by Penha et al. [84]: aspect change,
specialization or generalization, misspelling, paraphrasing, naturality
and word ordering. The authors manually annotated 650 randomly
selected query variation pairs and assigned them to one or more
categories. As UQV-100 query variations are spell-corrected, the
misspelling category was not included in the annotated set.

Submitting the same query multiple times to a commercial SE
may generate different sets of results, e.g., due to dynamic updates.
Therefore, it is important to consider the possibly inconsistent
nature of SEs when interpreting our findings, i.e., the question of
“how much of the inconsistency, if observed, is attributed to query
variations rather than the inconsistency of SEs” becomes crucial.
To quantify inconsistency, we randomly selected 100 queries from
all topics and ran them 10 times at 30-second intervals, giving five
minutes total run-time for each query, which exceeded the average
time needed to run all query variations for a given topic.

Results. Figure 3 shows the distribution of RBO scores across vari-
ation categories, as well as the average RBO score distribution of all
query variations across UQV-100 topics. The distribution of same-
query RBO scores is also shown for comparison. Results show a
clear reduction in retrieval consistency across variation categories
when compared to the measured consistency for same-query search
result sets. That is, the average topic RBO ranges from 0.09 to 0.66
with a mean of 0.33, which is well below the same-query average
RBO score of 0.97.

When considering variation categories, the lowest consistency in
RBO is observed in aspect change and specialization/generalization
variations. This is not surprising given the expected change in query
semantics. Retrieval consistency is, however, still low in other vari-
ation categories. For example, the pair of query variations “drug
treatment for schizophrenia” and “schizophrenia drugs treatments” –
categorized as a change in query naturality – have an RBO score of
0.83 (the overall category RBO median is 0.42). Such minor varia-
tions in queries generally have no impact on retrieval consistency
in traditional IR. Our preliminary results, however, suggest that
a modern commercial SE is likely to be more sensitive to minor
changes in queries, and that more emphasis should be given to
maintaining consistency across query variations.

4.3 Summing up
The results of these initial analyses demonstrate that query variabil-
ity has a notable impact on the retrieval effectiveness and consis-
tency of state-of-the-art retrieval algorithms and, as of early 2022,
a widely used commercial SE, showing the presence of the issues
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Figure 3: RBO distribution given semantic (purple) and syntactic
(orange) variation categories, as well as all query variations within
a topic (yellow) and same query runs at different intervals (gray).
Lines and triangles represent medians and means, respectively.

that this paper considers in both modern commercial and research
retrieval systems.

5 INFORMATION SEEKING MODELS
One place we might anticipate discussion on where queries come
from is in the literature on information seeking. Most models center
on search, and therefore queries are an important part of these
models. It is perhaps surprising, then, how little most of them have
to say about query formation.

Of the major models (Ellis [39], Marchionini [71], Kuhlthau [61],
and Wilson [109]), only Marchionini mentions query formulation
specifically. This mention is made descriptively, however: it is noted
that until the late 1990s, much query formulation was done through
the use of intermediaries, and that the emergence of what were, at
the time, new search tools meant that users would be formulating
their own queries. Marchionini and White [72] expand on this
discussion in a later paper, which formalizes the encoding of a
query as the ‘express’ process, and note that there can be semantic
differences between the query as a representation of user needs,
and the needs themselves. Again, though, the issue of how a user
makes the leap from semantic representation to query is skirted.

Ellis’ and Kuhlthau’s models do not explicitly mention search,
although search is clearly a part of each of them – Ellis discusses
choosing search sources during monitoring [39], and Kuhlthau talks
about ‘gathering information’ [61], which includes search. Each of
these models, however, describes a process moving from needing
information through interacting with a system or systems, to hav-
ing what is needed. Kuhlthau offers some insight into factors that
may affect query term choice by noting that information seekers
are affected by their emotions and cognitive biases as they move
through the information seeking process, and that it can provoke
feelings of both anxiety – where information seekers feel they do
not know what they are doing – and relief – when they feel they
have an answer. Wilson’s model expands on this, pointing to demo-
graphics, the information seeker’s role in the search, psychological
and environmental factors as affecting the information seeking pro-
cess [109]. It seems likely that these factors will affect the ways in



which information seekers formulate queries, as well. This remains
an open question, though, and one worthy of investigation.

Perhaps the model with the most to say on query formulation
is Belkin et al.’s ASK model [15]. This model tracks information
seeker needs from the moment they recognize an anomaly in their
state of knowledge, until that anomaly is resolved. It notes that one
of the core problems of IR is to ‘represent what a user doesn’t know’.
That paper also notes that there is no ‘real or true representation
of knowledge’ in IR, but that there are a range of representations
of knowledge – including that of document authors and that of
information seekers, which may not be the same [14]. It is again
surprising, then, that they do not suggest uncovering how people
arrive at the particular representation of knowledge or anomaly that
they issue to a system, instead focusing on generating a dialogue
between system and user where the representation of this gap
might be collaboratively generated.

It is clear, then, that the issue of how queries are formed has
been at least considered in IR for over 30 years. In a time where
information intermediaries are decisively a relic of the past, though,
how people choose the actual words they type into a SE (or issue to
a spoken conversational system) is a question overdue for consider-
ation. All of the models presented here rely on repeated interactions
between user and system, and the opportunity to browse, see re-
sults that were not searched for, and expand information horizons
as part of the information seeking process. With these capabilities,
the exact search terms an information seeker types in for their first
query need not be a complete limit on the types of material that
will answer their question. This is not the reality of modern search,
though, which is conducted on a SE which focuses on relevance,
and where information seekers typically examine few results [92].
The search terms entered, then, are more important than ever. It
is for this reason that there have been calls for information in-
terfaces generally [74], and search tools specifically, that present
diverse results, or results from diverse viewpoints [46]. While these
approaches may be a partial solution, understanding how people
arrive at the query they select will allow us to both improve on
these approaches, and better understand when they are necessary.

5.1 Potential research contributions
The information seeking models presented here are the basis for
much of our understanding of how people go about understanding
their need to find information, and then finding it. While the rele-
vance of these models has been questioned (given when they were
developed), sometimes research into ongoing validity concludes
that the model is still valid, as happened for Kuhlthau et al.’s model
in 2008 [62]. In other cases, the models have been expanded to
include new behaviors or to model previously unexplored parts
of the information seeking process, as Meho and Tibbo did with
Ellis’ model [76]. In this paper, we are calling for the latter: a re-
imagining of the models, with a clearer focus on the specifics of
query formulation. This re-imagining must be based in empirical
research, both large and small scale, qualitative and quantitative.
We argue that it is vitally important, in an age where information is
so widely weaponized, to understand what elements of the preced-
ing and subsequent stages of each of the major models play a role
in the words that are typed into a search box, and whether there

are any other features we can systematize in this way. Creating
a model of query formulation specifically would serve not just IR
researchers and practitioners, but also information scientists, social
scientists, practicing librarians developing information literacy who
could improve querying skills [87], and those developing policies
and frameworks about issues including information interfaces [46],
algorithmic bias [8], and misinformation [29].

6 CONTEXT AND COGNITION
The existence of query variations in the context of similarly de-
scribed information needs shows us that factors other than the in-
formation need are at play when searchers generate queries. What
are those factors, though, how do they relate to one another? In
this section we address some of the potential factors that may be
in play in query formulation, thus driving some of the variability
identified by IR researchers. We review some of the library and
information science research that has examined query formulation
in the context of these factors.

6.1 Context
Contextual, psychological, and demographic factors can drive vari-
ability in how users formulate queries [43]. Variation in query
formulation can substantially affect search result quality and con-
sequent user satisfaction; however, little research was located that
explicitly addresses these factors. Contextual factors including task
complexity, topic specialization, and topicality have been investi-
gated [5]. However, other potentially significant contextual factors
have not been investigated, such as the nature of the information en-
counter that drives a searcher’s information need, or the agenda that
motivates a searcher’s query. Key psychological factors that may
influence query formulation include an individual’s pre-existing
knowledge of – and beliefs about – the search topic, cognitive style,
personality, and cognitive biases.

Of these, recent research has addressed the role of cognitive
biases in information seeking and retrieval [5, 58, 105]. Cognitive
biases are systematic errors in thinking that are used to simplify
judgments and decision-making but may instead undermine the
quality of these processes. In the context of information search,
cognitive biases can derail a search process by, for instance, encour-
aging users to frame queries in a positive rather than negative way,
and to accept information that accords with prior beliefs. However,
little is known about the role of such biases in formulating the first
query posed to a SE. There are also some examples of research
addressing predictors of retrieval effectiveness, but not query for-
mulation. For instance, Ford et al. [43] found that high retrieval
effectiveness was predicted by male gender, high self-efficacy, low
topic complexity, and an image-based cognitive style. Demographic
factors including age, gender, and political orientation are also likely
to impact on query formulation but no research was located that
has explicitly addressed this.

Other contextual factors that may affect searcher and SE perfor-
mance include the input method for the search, e.g., conversational
queries are likely to differ from typed queries, and queries typed
on a mobile phone from those typed on a keyboard. Similarly, en-
gagement with results is likely to be different based on device, but
also on the level of attention a searcher is able to give their task.



Searchers demonstrably perform better when they are focused on
their task [110], for example. Understanding how device, input
method, and other task factors affect query formulation could im-
prove IR performance dramatically, especially where much of the
context is machine detectable.

6.2 Functional fixedness
One cognitive bias (largely unexplored in IR) that may play an
important role in query formulation is functional fixedness [36],
where people are limited to using an object in the way that it is
traditionally used. Functional fixedness applies to a range of phys-
ical tools and digital tools, from hammers to search systems (it
is this phenomenon that is described by the phrase ‘to someone
with a hammer, everything looks like a nail’). It has been shown
to limit human creativity and delay problem solving [1, 20]. Ex-
periments on functional fixedness provide a way to understand
an object’s psychological structure – the behavioral possibilities
and affordances associated with it [113]. Fixedness is not present in
young children [44], who have not yet developed mental models of
how objects should be used, and may be affected by the nature of
previous experience, with one study showing that more variation
in prior experiences leads to less fixedness [42].

For SEs, experienced users may consider that they can only be
used a certain way and formulate queries accordingly (e.g., as short
key phrases with precise terminology [3]). In several studies, novice
and experienced searchers have been shown to exhibit significant
differences in their search behavior and search outcomes, including
in the formulation of queries [3], usage of search tactics [47], and
overall task performance [64].

6.3 Language and cognition
When considering language, it is important to ask ‘what is a ques-
tion?’. When MacKay asked this in the 1960s [70], he concluded
that a question had to have an ‘organizing function’, i.e., a way
of expressing either what the searcher does not understand (in-
dicatively meaningful), or have meaningful outcomes that change
dependent on the answer (interrogatively meaningful). Both ques-
tion types are important, but those that are indicatively meaningful
but do not match the facts in the world – for example, ‘where does
the sun go at night? The sun doesn’t go anywhere, it’s the earth
that turns’. Both reflect the highest level of confusion on the part
of the searcher, and are more likely to be prone to linguistic and
conceptual variation. This also means that in this state, the searcher
is particularly suggestible, whether by a helpful (though potentially
biased) reference librarian [96], or by a malicious information ad-
versary. Early work on cognitive models and information transfer
[14] note that when people try to answer questions using a system,
the system acts as an intermediary between the questioner and
the authors of texts that may answer the question, and this has
implications for language – on the part of both system and searcher
– and trust in the intermediary that are under explored.

As noted above, queries may vary significantly in the language
used by the searcher [7, 13]. Queries may be formulated using nat-
ural language, keywords, domain-specific language, and computer-
based languages. Search queries may also vary in their valence: in
other words, a given query may be posed positively or negatively

[65]. For instance, “are vaccines safe?” is likely to deliver very dif-
ferent results to “are vaccines dangerous?” Contextual or individual
factors may tacitly or explicitly influence both the valence and
language of a query. At times users may consciously choose one
query form over another in order to obtain particular results. At
other times, query variation is accidental. Users are typically not
aware that the system is highly sensitive to even slight variations in
query formulation. For example, White and Hassan [106] showed
that the presence of specific query terms – e.g., “help” (more likely
to match pages affirming the effectiveness of a treatment), “can”
(denoting possibility), “cure” (often matching spurious content) –
reduces search result accuracy.

The review by Wacholder [103] on query formulation argues
for more study of the cognitive and linguistic aspects of query
formulation, and of the contexts in which query formulation may
occur. Wacholder describes the difficulty in studying cognition as
a significant bottleneck. Some of the linguistic literature, such as
the importance of vocabulary and syntax, has been summarized
by Wacholder [103], who points to work by (e.g.) Vakkari et al.
[99], noting that vocabulary is a major problem when people are
searching outside their domain of expertise. Studies of multilingual
searchers also note that searchers may struggle when searching in
a second (or third) language [93]. Taken together, these elements
suggest that people unfamiliar with a topic may be more inclined
to use readily available search terms, such as words in a piece
of encountered information – but we do not know this for sure.
Finally, the context in which people are searching – e.g., what
prompted an information need, the physical environment in which
they are searching, the device they are using, and their time, needs
and preferences – are all pointed to by Wacholder as important
(echoing Wilson’s model [109]), but understudied.

6.4 Potential research contributions
The research survey here shows that queries may vary along a num-
ber of dimensions, including linguistic, contextual, and cognitive.
While Wacholder proposed a basic model of query formulation,
there are still many unanswered questions: how does an informa-
tion seeker move from an ‘anomalous state of knowledge’ [15] to
typing in a query? What factors in the search influence that process,
and are they open to abuse by bad actors promoting misinforma-
tion? Most importantly, can we correct for any of this influence?
These questions appear un- or under-examined in the IR literature.

One way we might address these questions is to isolate some of
these factors by controlling the information encounter, and result-
ing information need. Examining the queries produced in different
cognitive, contextual and linguistic situations may show us consis-
tent variations between groups, and thus tell us something about
the role of these non-information factors in where queries come
from. Query variation will be documented as a function of individ-
ual differences (including demographic and psychological factors)
as well as contextual factors (time of day, pre-existing knowledge
and beliefs about the topic, etc.). Controlling for the search aim and
information encounter will enable identification of determinants
of variation in the way that queries are formulated. Further tweaks
to this research could involve the use of eyetrackers to understand
how people engage with different types or elements of information,



and relating the ways people scan information to the queries they
ultimately construct.

Once we have an understanding of the factors that affect formu-
lation, variation in search results as a function of different query
formulations will be measured in order to distinguish innocuous
variation from variation that produces misleading results. Reduc-
ing system sensitivity to slight changes in query formulation will
maximize a user’s search experience and agency by more reliably
producing high quality search results.

Finally, learning from the query formulation strategies of search
experts to benefit everyone has long been argued for [107]. How-
ever, given the presence of functional fixedness, there may be cases
where novice searchers, unconstrained by past experiences (i.e.,
little or no fixedness) with SEs may formulate more effective search
queries than seasoned experts. If those queries or query classes
can be reliably identified algorithmically, one might up-weight the
querying activity of these novices when training algorithms to, say,
generate query suggestions or query auto-completions for match-
ing queries; more study on this is required. Given the effects of
the number of pre-utilization functions [42] (i.e., how many prior
uses a person has for an object), the nature of people’s longitudinal
search behavior may also contribute to the extent of functional
fixedness that they experience. Repetition of queries over time has
been found to be common [97] and searchers with a low variance in
their historical queries may be more susceptible to fixedness effects
and require support to help overcome it.

Understanding the contextual, linguistic, and cognitive factors
that affect query formulation will give us new understanding of
the issues described in the next section.

7 QUERY (RE)FORMULATION
There is some existing research on how queries are formed. Some
of this work comes from the library science domain, and is based
on asking searchers what query they would generate given an in-
formation need scenario (this research is summarized in [103]). We
already know that people are less invested in artificially constructed
information than they are in their own information needs [54], so
these studies, while interesting, offer limited insight into the true
query formulation experience. We can supplement this understand-
ing by examining query logs, understanding query elicitation, and
looking at query reformulation.

7.1 Examination of query logs
One approach to understanding the queries information seekers
generate is through transaction logs, though these logs of course
cannot reveal searcher intention, nor searcher experience. Many
log studies show that information seekers typically type in short,
generic queries the majority of the time [63, 92]. This has usually
been attributed to poor search skills, but more recent work demon-
strating that searchers change their behavior in response to the
underlying SE – even where the interface remains the same – sug-
gest that this might be an economical, rather than a naïve strategy
[73]. This study approach, while it reveals a little about query for-
mation, does so without an understanding of the information needs
of the searchers studied – only the representation they make of
them. The challenge with query log studies is that they usually use

a click graph to find equivalences in queries. Documents that are
both retrieved and clicked on by users are assumed to be a means
of identifying queries in common. Apart from one exception we
are aware of [67], this largely unstudied topic would offer valuable
examination in the context of query variability. One could examine
if using a click graph is reliable enough to characterize the exten-
sive variability of searchers, and the consequent impact on retrieval
effectiveness. Such a study would need to combine both query log
data and sets of query variations generated by other means.

7.2 Query elicitation from auto-completion
Query Auto-Completion (QAC) is one of the mechanisms SEs pro-
vide to assist users in formulating their queries [24, 35, 60]. As soon
as a user starts typing into the query box, the QAC component sug-
gests possible ways of completing the query. QAC aims to save time
and effort (e.g., keystrokes) to the user by efficiently suggesting
queries from a large set of query logs.

QAC relies on a number of features coded in query logs created
by previous users’ interactions [52]. These signals include: query
frequency [12]; performance prediction [69]; query reformulations
[53]; click-through features [25]; and context-aware features such
as time [90], location [89], or spoken conversations [102].

A known side-effect of QAC is that this process can reinforce
stereotypes and unintended biases present in query logs [56, 79, 81].
In the worst case, this can create harm or discrimination. But it may
also lead to drift from the initial intent the user had: the queries
suggested by QAC are a direct prompt of how to instantiate an in-
formation need [72]. Another side-effect of QAC is that it converges
to less variation in the queries submitted to the SE, narrowing the
query space: as users are more likely to use one of the suggested
queries – already existing in the query logs – they are less likely to
create a new query variation. This also impacts on the retrievability
of documents [6], as new query variations may lead to the retrieval
of documents that have not been retrieved before. Our experiments
in Section 4.1 corroborate the latter (see Figure 2).

7.3 Query elicitation from librarians
That queries are a representation of something we do not know
[15], and are difficult to generate [21, 94], has been seen in a range
of works from IR and LIS. Early work suggested this problem might
be addressed by systems interacting with information seekers to
understand their information needs [15, 30, 80]. To this end, there
were many studies of reference interviews to understand ‘query
elicitation’ – the process of a reference librarian asking questions to
understand how to best encode an information need as a search [30,
80]. The predominant findings of these studies are that information
seekers initially specify what they need very loosely, and that a
conversation with a reference librarian can increase the specificity
of needs such as the topic of the search, acceptable sources for
an answer, or how recent results must be. Of course, the biases of
the intermediary in this situation become an additional layer over
the query that is ultimately generated, potentially changing the
information that users access [96].



7.4 Reformulation
A common search experience is one composed of a series of in-
teractions with a SE, involving a session of query reformulations
(w.r.t. a single information need) [49, 55]. Query log analysis has
repeatedly shown that a significant fraction of users reformulate
their initial query [83, 92]. Reformulated queries are unlike initial
queries, however: by constructing an initial query searchers have
surmounted one of the greatest difficulties in search (describing
something they do not have [21]). The search results then give
searchers new knowledge, both in terms of the vocabulary they
might use and the type of results they might get.

Searchers’ frequent query reformulation prompted research ef-
forts such as the TREC Session Track [55] which helped to identify
some of the inherent limitations (and unresolved system challenges
[31, §5.3.2]) of the single query test collection view.

Query reformulation has been extensively investigated in many
forms including user behavior analysis [28, 37, 50], models of cogni-
tion [59] and predictive models for various information prompting
strategies such as query suggestion [91], query intent prediction
[4, 27], query understanding [26], and more recently proactive re-
formulation [88]. It reflects a shift in cognition as user interaction
unfolds, whereby the underlying information need is refined in
order to elicit a different (but related) system response.

The way in which users reformulate their queries is an integral
aspect of many query reformulation studies. Reformulations are
often characterized by syntactical changes (e.g., word retention and
removal) and/or intentional changes (e.g., specification and general-
ization). Huang and Efthimiadis [48] analyzed query logs and prior
work to synthesize a taxonomy of transformation strategies. Their
proposed strategies are mainly based on syntactical changes such
as word reordering, removal, and use of abbreviations/acronyms.
The authors evaluate the different reformulations using interaction
metrics derived from click data and identify which reformulations
are more effective (i.e., likely to cause clicks, given useful and not
useful result sets).

Session-level factors such as task type, previous queries and
user preferences and cognition styles have shown a potential ef-
fect on query reformulations. In a controlled lab experiment, Liu
et al. [68] observed a significant effect of task type and objective,
and subjective difficulty, on reformulation behavior. No statistical
difference was observed between reformulation strategies and the
cognitive abilities of participants. In another study, Kinley et al.
[59] showed that users’ query reformulation behavior is affected by
their cognitive styles. For example, analytic users are more likely to
add, remove and replace terms in query reformulations, compared
to wholist users (i.e., users who retain an overall view of informa-
tion) who tend to compose new reformulated queries. Jiang and Ni
[51] investigated the factors that influence word changes in query
reformulations. Their findings suggest that task and user character-
istics may not directly affect users’ decisions on word changes, but
their previous queries may do. For example, users are less likely to
remove a word that appeared frequently in previous queries.

While the literature has thoroughly studied different query refor-
mulation strategies, factors influencing their use and their impact
on the user’s overall search experience, only a limited body of

research has investigated the effect of modern SEs on query refor-
mulations. Most of the available work has focused on studying the
effect of SERP snippets and landing pages [37, 38, 91]. The question
of how other SERP components such as direct answers, suggested
searches and related entities influence user reformulation decisions
remain under-investigated.

Sloan et al. [91] observed similarity between reformulated queries
and the preceding query’s clicked snippets and pages. Similar find-
ings were observed by Eickhoff et al. [38]. In a follow-up eye-gaze
tracking study, Eickhoff et al. [37] found that though 43% of all
added query terms have occurred in previously visited SERPs and
pages, the number of the added terms users actually paid attention
to is much lower (21%). Chen et al. [28] attempted to understand
fine-grained reformulation behaviors in the context of modern SEs.
They examined the utility of reformulation entries such as the
search input box, suggested queries, related entities and hot queries.
Their findings showed that most reformulations are submitted us-
ing the input box (83.64%) and hot queries (10.95%) with a low
utilization of other reformulation entries over session iterations. As
an attempt to identify the inspiration source for each reformulation,
users were asked to specify the source as being a landing page, snip-
pets or other SERP components. Their findings suggest that 58.73%
of reformulations were adopted from neither, with other SERP com-
ponents contributing to 17.19% of the submitted reformulations,
followed by landing pages (12.88%), and snippets (11.12%).

Though Chen et al. [28] initiated an interesting line of research,
the explicit nature of their data collection, which relies on user-
supplied input given within a 2-day window, may not precisely
capture the source of inspiration for query reformulations. Users
may find it difficult to articulate the source of their reformulations
particularly as more time passes. Query reformulation is also a com-
plex process and requires information synthesis, which may not be
reflected at the term level, which is the the main signal being cap-
tured in existing work. More signals – explicit and implicit – could
be utilized to gain better insights into the source of reformulations
in the context of modern SEs.

7.5 Potential research contributions
Studies of query logs, query elicitation, and query reformulation
can offer us some information about where queries come from, but
each approach has its limitations.

The challenge with query log studies is that they usually use
a click graph to find equivalences in queries. Documents that are
both retrieved and clicked on by users are assumed to be a means
of identifying queries in common. Apart from one exception we
are aware of [67], this largely understudied topic would offer valu-
able examination of query variability. One could examine whether
using a click graph is reliable enough to characterize the extensive
variability of searchers, and the consequent impact on retrieval
effectiveness. Such a study would need to combine both query log
data and sets of query variations generated by other means.

It might be tempting to consider QAC as the solution to varying
result quality caused by the query variation identified by the re-
search detailed above. However, the experiments on commercial SEs
suggest that the breadth of variation that searches are displaying
goes beyond the normalization that QAC provides. The completion



often uses query logs as a means of identifying the types of query
variations that could be harmonized in the completion. As detailed
earlier, it is not clear that query logs are a sufficient record capa-
ble of capturing the broad variability that searches appear to be
displaying. A means of better identifying query variations will be
required, and then that extensive variation fed into QAC systems.

Besides QAC and query reformulation, there are other mecha-
nisms to support the formulation of information needs. For instance,
asking clarifying questions [2, 114], query rewriting for conversa-
tional search [77, 100], or auto-completion of voice queries [95].

The study of reformulation is the study of queries during a ses-
sion. One line of research is to investigate whether within-session
query changes reflect the same characteristics as query variability
from distinct users for the same information need, and whether the
interactions and information encounters or prompts that take place
have similar or different influence on a users next interaction.

Query variability and session variability may have commonali-
ties, so it would be interesting to explore whether session variability
can help to inform us of the more general query variability. A crowd
sourced session variability dataset may help to better understand
some of these questions. Pairwise reformulation judgments could
be a data driven way to reveal new patterns that extend the work
of Penha et al. [84]. Further understanding of whether different
patterns exist in different domains – for example, legal and medical
search, where the cost of being misinformed is greater than a casual
ad hoc query – is also important.

Each of these types of study, though, give us only part of the
picture of how individual users with their own information needs
form queries. We have some insight, but we still do not know, for
example, the ways in which distraction and reformulation interact
to result in the particular query a searcher will issue in response
to an information need. This type of holistic understanding would
allow us to design SEs to support searchers in meeting their actual
information needs, and in preventing the worst damage caused by
searches returning (and searchers using) misinformation.

8 WHERE NEXT?
The intention of this paper is to establish the following problem:
we do not have a comprehensive picture of how searchers select
the terms they type into a search box. We know that there are likely
to be cognitive, linguistic, informational, and contextual factors at
work in this process, but how they fit together remains unclear.

We can see traces of the impact of all of these factors in research
on formulation conducted in library science, in query reformula-
tion studies, and in studies of query elicitation. The largest traces
seen in IR, though, are in the emerging stream of work on query
variation: we now know that searchers will generate a wide range
of variations for a single stated information need, and that those
variations affect what is returned by search systems. In an adver-
sarial information environment, it is a matter of urgency to ensure
search systems cope with query variations that have been ‘nudged’
toward misinformation by bad actors. It is also important to ensure
SEs are performing equitably: that searchers are getting equally
useful results regardless of factors such as race or gender.

Understanding how these various factors fit together will require
a mixed-methods approach of qualitative and quantitative work to

narrow down the impact of various personal and environmental
factors, and generate new models of query formulation. This will
require information scientists, psychologists, human-computer in-
teraction researchers, and IR specialists to work together, as Fidel
has called for [41]. For the IR community, the ultimate goal will be
to generate test collections reflecting the query variability we know
exists, but with an understanding of how that variability comes to
be, so that search systems can respond to underlying problems.

The generation of such test collections will result in further
interesting challenges for the IR community: it cannot be ignored
that adding a substantial number of query variations for each topic
in a test collection will increase the amount of work required in
generating the relevance judgments for that collection. Means of
alleviating that work is itself a source of research opportunity [78].
Query variations could be formed through generative methods,
such as those examined recently by Penha et al. [84].

With such collections in place, a range of studies can be con-
ducted. Different query normalization techniques beyond current
stemming or QAC approaches could be tested under a much wider
set of variations. One could understand from the variant data which
are the more or less popular variations that are tried, studying the
relationship between popularity and effectiveness. With a rich col-
lection of query variations included in test collections, there is also
the potential for retrieval algorithms to identify the most successful
variations and then harmonize the results with poorer variations,
so that less well-formulated query variations can be rewarded with
results from the most effective variation.

9 CONCLUSIONS
This perspectives paper has outlined a new challenge to the IR
community: Where do queries come from?

New areas of IR research often arise from new types of document
collections or algorithms. While various aspects of this question
have been investigated, many of these are under-studied, and there
is no overall understanding or framework of how users ultimately
come up with the precise query that they choose to submit to
a search system. We have outlined a range of different research
perspectives, and identified distinct means by which this topic can
be studied in future.

Potential research directions were outlined to identify approaches
from the qualitative (e.g., psychological studies involving user ex-
periments in a range of different contexts involving a broad range
of individuals) as well as quantitative (e.g. large-scale algorithmic
examinations of query logs, as well as retrieval algorithms) per-
spectives, all with the goal of improving retrieval effectiveness.

It is our hope that this perspectives paper spurs the commu-
nity into examining this topic more extensively. The history of IR
research has shown significant gains in improvement of search
systems by starting with the query. Imagine how much further
we could go if we understood the ways in which that query was
created. This will require a new stream of research, one that begins
with an Anomalous State of Knowledge and ends with a query.
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