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Abstract—We present an ongoing collaboration between com-
puter science researchers and fact-checking experts in a broad-
cast corporation to develop Watch ’'n’ Check, a social media
monitoring tool that assists fact-checkers to detect and target
misinformation online. The lean methodology followed in our
collaboration has helped us to better understand how information
access tools can assist fact-checking experts. We report initial
results and discuss our plan for further development, as well as
the open challenges identified so far.

Index Terms—social media monitoring, fact-checking, infor-
mation access tool

I. INTRODUCTION

Societies used to rely on media experts and journalists
to take a wide variety of decisions with regard to what,
when and how to broadcast a piece of information as news.
With the advent of social media platforms, where content
can be produced and distributed by anyone, and be promoted
automatically, there has been a tremendous shift in how and
what we consume as news. Recent studies show that the
number of U.S. adults that—at least occasionally—get news
on online platforms has increased from 49% in 2012 to 68%
in 2018.

A major drawback of modern and free media outlets is
their widespread (mis)use to disseminate misinformation' with
devastating economic, social, and political outcomes. In Jan-
uary 2020, for instance, bots and trolls have been spreading
disinformation exaggerating the role of arson to undermine the
link between bushfires in Australia and climate change [1]. The
World Health Organization (WHO) has referred to the problem
of large amount of misinformation spread during the COVID-
19 pandemic as an “infodemic™” [2]. Verifying information

Iwe acknowledge the distinctions between misinformation, rumor, disinfor-
mation, and fake news. In this paper, however, we use the term misinformation
to refer to them all, since the fact-checking process aims to determine the
veracity and correctness of information, and the degrees of veracity does not
affect the described methodology.

Zhttps://www.who.int/dg/speeches/detail/director- general-s-remarks-at-
the-media-briefing-on-2019-novel-coronavirus-- - 8-february-2020

published in social media is therefore of great importance, in
order to avoid further costs on society.

With the surge in the spread of misinformation in social
media, there has been several studies that aim to detect or
mitigate such spread through analyzing and characterizing the
news content, source, users, network structure, or a combina-
tion of these factors [3]-[6]. In this scenario, fact-checking
organizations play a key role in the monitoring of news
and social media, identifying, and verifying disruptive claims.
However, it is yet unclear how information access tools—and,
in particular, social monitoring tools—would be integrated into
the workflows and processes carried out by fact checkers.
In this paper, we present a prototype of Watch 'n’ Check,
a tool that can be used by fact-checking experts to facilitate
the access and monitoring of social media platforms such as
Twitter.

Our Watch ’'n’ Check prototype has been developed in
collaboration with fact-checking experts from the Australian
Broadcasting Corporation (ABC).> The aim of our collabora-
tion is to identify key functionalities which would inform the
design and development of an information access tool to assist
fact checkers with verifying information in social media.*

The tool aims to complement the fact checkers daily work,
by assisting them in the identification and targeting of mislead-
ing claims. The prototype developed so far sheds some light
on the methodology to be used to develop Watch 'n’ Check.
We believe there is potential to build a tool to: (i) access
large information streams published in real-time; (ii) enable
an efficient identification of trending topics, and facilitate
monitoring of changes in news propagation dynamics; and
(iii) to improve the impartiality in the process of targeting
the statements/news to be checked.

The remainder of the paper is organized as follows. Sec-
tion II summarizes the related work. Section III describes

3https://www.abc.net.au/news/factcheck/

4Currently, Watch 'n’ Check is only accessible by the authors of the paper.
The analyses carried out so far are based on aggregated data and do not expose
sensitive personal information.
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the methodology—based on quick iterations—being used to
develop the tool. Section IV details the results of each of the
iterations. We discuss our findings and describe the current
limitations of the prototype in Section V. Finally, Section VI
concludes the work and identifies challenges that remain open.

II. RELATED WORK

An abundance of sophisticated automated tools and machine
learning models have been proposed to accurately detect and
consequently mitigate the spread of fake news in social me-
dia [3], e.g., by developing fact-checking URL recommender
systems and text generation models [5], [7], [8]. There have
been also attempts to address the fact-checking problem from
an automatic point of view [9] include automatic systems for
check-worthiness prediction [10], [11] or truthfulness detec-
tion/credibility assessment [4], [6], [12]-[16].

Recent work has studied the phenomenon of spread of
fake news is social media. Vosoughi, Roy, and Aral [17]
have found that lies spread faster than the truth, and have
observed evidence of the relation between emotion and ve-
racity. Shu et al. [18] released FakesNewsNet, a fake news
data repository containing news content, social context, and
dynamic information that can be used to analyze the spread
of fake news in social media.

The problem of verifying statements has also studied from
a crowdsourcing perspective, by analyzing the impact of
truthfulness scales and workers’ background when collecting
truthfulness judgments [14], [19]-[24].

However, little attention has been paid to better understand
how fact-checking experts can integrate information access
tools to inform the processes that are currently being used
to verify information in social media.

Most of the social media monitoring tools proposed in the
literature, such as RAPID [25], VATAS [26], or ORMA [27]
aim to provide insights for other scenarios than fact-checking,
such as marketing, customer experience, or online reputa-
tion monitoring. Significant effort is being made to analyze
COVID-19 information on social media, and linking to data
from external fact-checking organizations to quantify the
spread of misinformation [2], [28]-[31].

III. METHODOLOGY

We firstly describe the lean methodology adopted in our
collaboration with fact checkers to develop Warch 'n’ Check.
Then, we briefly describe the Twitter dataset and the topics
identified together with the experts during our collaboration.

Lean Methodology: Figure 1 illustrates the lean method-
ology [32] that was followed to develop the Watch ’'n’
Check tool. Each iteration consists of four phases. In the
first phase, the researchers—all of them with a Computer
Science background—meet with the fact-checking experts—
with a journalism and communication background—to identify
key functionality, i.e., define the essential features that the
tool must have. In the second phase, researchers have brain-
storming sessions to understand where the “low hanging fruit”
is, and to identify the most cost-effective way to apply text

1. Identify The
Key Functionality

4. Validate &
Review

3. Develop

Fig. 1. Iterative methodology used to collaborate with fact-checking experts.

TABLE I
TOPICS AND ASSOCIATED KEYWORDS USED FOR OUR COLLABORATION
WITH FACT-CHECKING EXPERTS.

Topic Keywords

Bushfires in Australia
COVID-19

bushfires, climate change, arson
coronavirus, covid, vaccine

analytics and data visualization tools to develop a Minimal
Viable Product (MVP) to show to the experts, which is the
third phase. Finally, the MVP is validated by the experts,
who provide feedback about the implemented features, which
would also inform the starting point of the next iteration.

Dataset: We started collecting tweets from December 1,
2019. Tweets are collected by consuming Twitter’s Sample
Stream V1 APIL> using the Twitter4dj client.® The API
supports the collection of around 1% of publicly available
tweets, as they happen. Tweets that are non-empty and in
English language—as labeled by the API—are then indexed
using Elasticsearch.” As at May 1, 2020, the index contains a
total of 182.1M tweets, with an average of 1.2M tweets per
day.

Topics: There were two main topics that the fact-
checking experts were particularly interested in exploring
with Watch ’'n’ Check: the extreme bushfires that occurred
during December 2019 and January 2020 in Australia, and the
COVID-19 pandemic. Both major events triggered the spread
of a significant amount of misinformation (and disinformation)
on social media [33]. Table I lists the keywords defined
together with the experts to use as case studies for our
iterations. For instance, we included the keyword arson as
the fact checkers in our team identified that it was being used
frequently in counter-narratives to climate change being a main
driver of the bushfires in Australia.

IV. PRELIMINARY RESULTS
So far, we have performed three iterations, which are

described below. Each iteration spanned about three weeks.

Shttps://developer.twitter.com/en/docs/labs/sampled- stream/overview
Ohttp://twitterdj.org/en/
https://www.elastic.co/
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A. First Iteration — Identification of the Target Platform

The first question raised by the experts was about the access
to public data published in social media platforms. Misinfor-
mation can be spread through multiple channels, including
Facebook groups, Instagram conversations, or Twitter posts,
among others. We identified Twitter as our initial source to
explore, as (i) it is one of the most important channels to
spread information online, and (ii) it provides an API to extract
a representative sample of the published information as it is
released.

Proposed Functionality: We planned and developed a
console-based Python script that provided a simple but com-
prehensive way of inspecting an indexed collection of tweets
obtained by the Twitter API.

The first proposed feature aimed to perform a quantitative
real-time analysis on specific topics. Given a keyword, it
computed and allowed the checking of:

o Number of tweets per month;

o Number of tweets per location;
o Number of tweets per user; and
o Number of tweets per day.

Validation & Review: At this stage, fact checkers were
invited to give their feedback on the current system in or-
der to confirm its usefulness in their fact-checking process,
and suggest new features. In this first phase, the following
requirements were identified:

o Extend the analysis to a phrase or a set of words, instead
of a single word. Fact checkers were not only interested
in the analysis of keywords (e.g., hashtags), but also in
detecting and tracking entire statements or phrases (e.g.,
politicians’ claims).

o Develop a user-friendly and compact visualization of
the data. The experts would gain more insights with a
graphical representations of the aggregated data (e.g.,
understand how the tweets about bushfires evolve over
time in order to correlate this with external events).

o Provide access to tweet instances to have an understand-
ing of their content. Besides descriptive statistics that
summarize an aggregated sample of tweets, fact checkers
were interested in inspecting a sample of the textual
content in the tweets, which could then potentially be
used to perform more in-depth manual analysis.

B. Second Iteration — Visualizing Trends

The requirements identified in the previous iteration were
used as a starting point for both the improvement of the current
functionality, and the identification of new ones. In particular,
we evaluated again the possibility to collect data from other
platforms such as Facebook and Instagram. However, given
the limitations of obtaining public data on those platforms,
we decided to focus on developing the Watch 'n’ Check over
Twitter data.

Therefore, we planned the following features to be devel-
oped during the second iteration:
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Fig. 2. Frequency over time of tweets in the collection that contain the
keyword bushfires.

o Visualization of the number of tweets containing a key-
word over time.

o Computing the most frequent unigrams, bigrams, and
trigrams as a mechanism to provide an overview over
tweet texts.

Proposed Functionality: The first new functionality pro-
posed is the visualization of the frequency of tweets related to
a specific keyword/phrase over time. Figure 2, for instance,
illustrates the frequency of tweets containing the keyword
bushfires in our collection from December 2019 to April
2020.

The second functionality aims to provide a simple mecha-
nism to explore the most co-occurrent unigrams, bigrams, and
trigrams for a given keyword in the tweet texts. It supports a
dynamic choice of the period of time to analyze, and computes
n-grams in that period. Figure 3 shows the graphs by Warch
'n’ Check with the most co-occurrent n-grams for the keyword
bushfires in the four indexed months of 2020.

Validation & Review: The first feature of this second
iteration allows the experts to verify how a certain keyword
evolves over time on Twitter. They also found it interesting to
understand how a trend for a given keyword compares with
the trend for other keywords/phrases. This can guide experts a
priori in focusing their attention on the analysis of some topics
instead of others, or it can be used as a tool to retrospectively
validate the choice to focus on fact-checking certain content.

The n-gram graphs provide an approximate overview of
what the topical content of the tweets. While it is useful to
have a general idea, the fact-checking experts need to have a
more detailed introspection on the content of the tweets, to
check their correlation with some news (or fake news), and to
potentially track their spread. Another aim of the fact checkers
is to gain an understanding about the popularity of some claims
or user profiles rather than keywords.
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Fig. 3. Frequency of n-grams which co-occur with the keyword bushfires.

C. Third Iteration — Towards a User-friendly Interface

After two iterations using a console-based interface operated
by the researchers, Jupyter Notebook® has been identified as
a tool that would allow to quickly provide a more friendly
user interface. Another key functionality that was identified
is the relative comparison of multiple keywords over time, as
it would provide an easy and immediate way to analyze the
lifespan of different keywords in a single visualization.

Proposed Functionality: In order to provide a user inter-
face that would allow experts to generate their own analyses,
we opted to use Jupyter Notebook. Although not ideal—a

8https://jupyter.org/
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Fig. 4. Comparison of the frequency over time of tweets in the collection
that contains the specified keywords.

web front-end is planned for future work as described in
Section V—it provided a flexible and quick way to show
results in a more friendly manner. The new interface allows
access to all the functionality from a browser with access to
the intranet.

The second new functionality of the the tool provides
a comparison of the trends of multiple keywords simulta-
neously. Figure 4 illustrates this functionality for the key-
words bushfires, climate change, coronavirus,
and vaccine. As different keywords may generate curves
with substantial changes in the range of frequencies, a graph
with a logarithmic scale is also generated.

Finally, we also developed the functionality to dynamically
extract a random sample of tweets from a chosen period
of time. The sample is then exported to a CSV file, which
includes the following columns: tweet id, user id, content
of the tweet, and timestamp. Table II shows some (de-
identified) tweets extracted for the keywords arson and
coronavirus.

Validation & Review: The comparison of the frequencies
over time provides valuable insights for the experts. In fact,
one of the graphs generated by the tool has been included
in their weekly fact-checking newsletter. An interesting obser-
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TABLE II
EXAMPLE OF TWEETS EXTRACTED FROM A SAMPLE FOR THE KEYWORDS ARSON AND CORONAVIRUS.

Keyword Tweet Content

@USER The fire in Australia is arson. The Chinese virus is eating bats or lab made. Its the people not

God.

arson

RT @USER: . Climate scam — 24 charged in Australian bush fires

Australian bush fires

arson arson is the cause of the

RT @USER: The fires were really arson. It was miraculous they were rained out. It was #prayer they

can’t explain it.

RT @USER: Just in: @realdonaldtrump donates his quarterly salary to @hhsgov to help fight coronavirus.

coronavirus  Thank you, President Trump!

RT @USER: In the United States it’s easier to get an abortion than get tested for coronavirus.
RT @USER: As a result of president @realdonaldtrump’s leadership, every state lab in the country can

now conduct coronavirus testing.

vation at this stage was that the linear scale version of the
graph was preferred over the logarithmic scale counterpart.
This suggests that, although some visualization techniques
may provide a clearer representation of skewed data, these
may be harder to interpret.

The functionalities of Watch 'n’ Check integrated are into a
Jupyter Notebook seem to appear clear to experts. However,
we acknowledge that is not optimal, as the user could inad-
vertently change the structure of the code and compromise the
analysis itself. Furthermore, the fact-checking process analyzes
the truthfulness of news and claims on a daily/weekly basis.
This highlights the need to have a real-time application and
create an easily accessible user interface for fact checkers.

V. DISCUSSION

Findings: We described the ongoing work to develop
Watch 'n’ Check, an information access tool that aims to assist
fact checkers during the process of verifying information in
social media. Using a lean methodology, and with the collab-
oration of fact-checking experts, we were able to identify, plan,
develop, and validate the key functionalities of our tool. We
found that providing mechanisms to track keywords over time,
and co-occurrent n-grams, are as important as providing access
to instances of data (i.e., tweets containing the keywords of
interest). We also found that there is a compromise between
informativeness and comprehensibility when visualizing the
trends. For instance, graphs in linear scale may be preferred
against their logarithmic scale counterpart, as they are easier
to understand.

Review sessions in each iteration offer insights in terms
of identifying research gaps. For instance, the sharp drop in
the number of coronavirus-related tweets in mid-March
(Figure 4) was first identified as a potential issue in the
data crawling process, however, the fact-checking experts
mentioned other plausible explanations for this phenomenon
such as weariness of the audience, or seeking information from
alternative sources, which has also been observed in other
areas. Exploring such hypotheses requires a more in-depth
analysis which is beyond the scope of the current research,
yet is insightful for future research endeavors.

Limitations: The current version of Watch 'n’ Check
includes a number of limitations. The current prototype relies
on the sample of tweets collected via the Twitter Stream
API—which exposes about 1 percent of publicly available
tweets—and is further filtered by language. Therefore, Warch
'n’ Check can be used as a complementary tool to help identify
relevant information, but experts will still need to access the
original platform to refine their analyses. Moreover, having
access to multiple social media platforms has been identified
as a key functionality. However, other social media platforms
such as Instagram and Facebook have more restrictive access
to public data. Finally, the current user interface provided
through Jupyter Notebook was used for the purpose of offering
a Minimal Viable Product, as an easy way to let the experts
validate the functionalities provided. The development of a
web front-end is part of our immediate future work, as well
as the inclusion of an analysis of hashtags and URLSs contained
in the tweets.

VI. CONCLUSIONS AND FUTURE WORK

In this paper we present a prototype of Watch 'n’ Check,
a social media monitoring tool that has been designed and
developed to specifically help fact checkers with their task
of verifying the veracity of news and claims in social media
platforms. We achieved this through following a lean method-
ology and incorporating the fact checkers’ feedback into each
iteration of our development process. The source code of the
Watch ’n’ Check prototype is publicly available.’

Watch 'n’ Check represents the base for more advanced and
accurate analysis that can improve the connection between
fact-checking and information propagation in social media.
Current analyses can be extended beyond the information
content by analyzing the social network structure and the
users who engage with this content. In this way, fact checkers
can effectively analyze trends and communities and their
associations, which would inform their process of targeting
information in social media that needs to be verified.

Watch 'n’ Check filters tweets by matching the specified
keyword or phrase. However, a semantic representation of the
topic —e.g., by the use of word embeddings—would enhance

%https://github.com/rmit-ir/watch-n-check
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the analysis. To this aim, we plan to incorporate automatic
keyword extraction [34] and topic detection [35], [36] meth-
ods, so if the experts filter tweets about coronavirus, the
tool would also filter tweets that are semantically related (e.g.,
tweets that include covid). In addition, there is evidence of
the relationship between emotions and the spread of misinfor-
mation [17], and recent work has shown the effectiveness
of modeling emotions for automatic identification of false
information in social media content [37], [38]. Future work
includes enhancing the analysis with automatic classification
of emotions or fake news spreaders [39]-[41].

There have been significant advances in research to address
the problems of automatic bot and fake news detection. A
challenge that remains open is to understand how these so-
phisticated tools can be integrated in the fact-checking process
in an effective and transparent way, to support the experts in
their daily work.

Finally, one other challenge in designing information access
tools for fact checkers—and for any given group of experts
in general—consists of having a clear way to explain the
output of the system, e.g., how a conclusion is made and with
how much confidence, to ensure the main objective of such
system is reached, i.e., empowering experts through providing
timely and accurate information. Besides continuing using
the lean methodology described in this paper, we plan to
perform user studies to better understand how Watch 'n’ Check
can effectively incorporated into the fact-checking process
performed by experts in their daily work.
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