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Abstract

This paper describes the submissions of the Nat-
ural Language Processing (NLP) team from the
Australian Research Council Industrial Trans-
formation Training Centre (ITTC) for Cogni-
tive Computing in Medical Technologies to the
SemEval 2023 Task 7, i.e., multi-evidence nat-
ural language inference for clinical trial data
(NLI4CT). More specifically, we were working
on subtask 2 whose objective is to identify the
relevant parts of the premise from clinical trial
report that justify the truth of information in the
statement. We approach the evidence retrieval
problem as a document retrieval and sentence
similarity task. Our results show that the task
poses some challenges which involve dealing
with complex sentences and implicit evidences.

1 Introduction

Clinical Trial Reports (CTRs) are an important
source of evidence for clinical practitioners, which
provide information on the safety and efficacy of
new treatments and interventions (Akobeng, 2005).
However, in recent years, the number of CTRs
published has increased significantly, making it dif-
ficult for clinicians to stay up-to-date with the latest
research (Bastian et al., 2010). This challenge is
further exacerbated by the growing number of pa-
tient cases that require customized treatment plans.
As the result, it has become infeasible for prac-
titioners to manually sift through all the current
literature to provide personalized evidence-based
care to their patients.

To overcome this issue, there is a need for tech-
nologies that can help clinicians efficiently review
and interpret the latest medical literature. One such
tool is Natural Language Inference (NLI), a task
in natural language processing (NLP) to determine
the semantic relation between two sentences (Bow-
man et al., 2015). NLI-powered systems offer a
promising solution by extracting relevant informa-
tion from CTRs and enabling automated evidence

synthesis (DeYoung et al., 2020). By leveraging
NLI, we could significantly improve the way we
link the most current evidence to offer individual-
ized evidence-based care (Sutton et al., 2020).

Task. SemEval 2023 Task 7: Multi-evidence Nat-
ural Language Inference for Clinical Trial Data
(NLI4CT) consists of two subtasks, i.e., textual
entailment and evidence retrieval (Jullien et al.,
2023). In the first subtask, the system is challenged
to decide whether a statement making claims about
a single CTR (or comparing 2 CTRs) is true or
not. In other words, the objective of Subtask 1 is
to determine the inference relation (entailment vs.
contradiction) between CTR and statement pairs.
Subtask 2 involves a CTR premise and statement,
and requires the system to select relevant facts ex-
tracted from the premise to support the statement.
These facts are necessary to justify the inference
label of Subtask 1.

Dataset. The NLI4CT shared task uses a collec-
tion of breast cancer CTRs. A team of clinicians
generated a dataset of 2,400 statements from sepa-
rate section, annotated the gold standard label for
the pairs of statement and corresponding CTR, and
provided evidence explaining the inference.

CTRs are divided into four sections: “Eligibility
Criteria” describe the conditions necessary for pa-
tients to be included or excluded in the clinical trial;
“Intervention” provides information on the treat-
ments being studied; “Results” show the number of
participants and outcome measures; and “Adverse
Events” highlight signs and symptoms observed
in patients during the clinical trial. While “Eli-
gibility Criteria” contain free text, “Results” and
“Adverse Events” are originally tabular data that
contains numerical values. On the other hand, “In-
tervention” is a k-column table (k is number of
interventions); the cells in the table contain natural
sentences. Each statement in NLI4CT dataset is
based on specific section of CTR.



Table 1: List of additional stopwords extracted from clinical trial data

achieved administered adverse better both between cannot case cases cohort
cohorts common confirmed depending diagnosed did difference different do does
each either eligible event events every excluded experienced group groups
having higher included ineligible intervention interventions least less lower many
may minimum more most must none number observed occurred one
outcome over part participant participants participate participating participation patient patients
primary prior receive received receiving recently record recorded reported require
required requires response results same secondary several still study subjects
suffered take treated treatment trial types undergo unit use used
uses whereas who will would

2 System Description

We participated in Subtask 2, evidence retrieval,
for this shared task. We approach the problem in
evidence retrieval subtask in two different formu-
lations, that are document retrieval and sentence
similarity. Suppose, we have a statement S and
chunks c1, c2, ..., ck of CTR (a chunk can be single
or several sentences, or table cell).

Document Retrieval We treat S as a query and
chunks ci as documents to be indexed and retrieved.
Our retrieval model is based on BM25 algorithm
(Robertson et al., 1994) using rank_bm25 imple-
mentation (Brown, 2020). We use the configuration
b = 0.75, k1 = 1.5 for Okapi’s BM25 and retrieve
all documents ci with positive BM25 score for each
query as the evidence. We pre-process the query
by removing stopwords. In addition to NLTK stop-
words (Bird and Loper, 2004), we also exclude
frequent terms found in CTR from the query (e.g.,
“patient”, “trial”). Full list of CTR frequent terms
are presented in Table 1.

Several statements are complex sentences. We
perform sentence decomposition to those state-
ments. Before decomposing the sentence, we ap-
ply NLP pre-processing, i.e., syntactic parsing and
coreference resolution using AllenNLP implemen-
tation (Gardner et al., 2018). As an example, we
decompose the statement “Female cancer patients
over the age of 18 can participate in the primary
trial, regardless of race, ethnic origin or cancer
type, however for the secondary trial, they must
have BRCA+ breast cancer.” into two sentences:
(i) “Female cancer patients over the age of 18 can
participate in the primary trial, regardless of race,
ethnic origin or cancer type.” and (ii) “For the sec-
ondary trial, female cancer patients over the age
of 18 must have BRCA+ breast cancer.”. We first
need to resolve nominal mention “female cancer
patients over the age of 18” as the antecedent for
pronoun “they”. Then, we decompose the complex

sentence into atomic sentences using rule-based
approach based on sentence structure. We identify
coordinating conjunction and its scope and separate
two clauses with subordinating conjunction.1

Sentence Similarity We compute similarity be-
tween all ⟨S, ci⟩ pairs. For ⟨S, ci⟩ with the sim-
ilarity greater than a given threshold, we con-
clude that ci is the evidence to justify the truth
of the statement S. We use Word Mover Distance
(WMD) (Kusner et al., 2015) as the sentence simi-
larity measurement in our experiment.

3 Results and Discussion

We submit six runs using BM25 and Word Mover
Distance algorithms. The results of the submitted
runs compared with a baseline are listed in Table
2. As a baseline, we use a perfect Recall setting,
in which the system retrieves all contents from
CTR as the evidence. We report results using the
effectiveness evaluation measures officially used
in the shared task, i.e., Precision, Recall, and F1
score, for both development (dev) and test sets.

The baseline achieves perfect Recall (by design)
and an F1 score of 0.622 and 0.716 for the dev and
test sets, respectively. The rest of our submitted
runs were not able to outperform these scores due to
a substantially lower Recall (no greater than 0.65).
However, some of our runs have a 0.2 improvement
in Precision w.r.t. the baseline; while the baseline
obtains 0.558 for Precision in the test set, our runs
utilizing BM25 with stopword removal and WMD
score Precision 0.755 and 0.763, respectively.

Some queries do not return any relevant docu-
ment – penalizing Recall – even using semantic
sentence similarity. In order to improve Recall, we
apply the closure strategy. Specifically, for state-
ments without any documents retrieved when using

1We initially explored ABCD framework (Gao et al., 2021)
for sentence decomposition task. However it failed to generate
correct and grammatical sentences for majority of samples we
examined.



Table 2: Subtask 2 results for the dev and test sets.

Dev Test

Precision Recall F1 Precision Recall F1

Retrieve all 0.451 1.000 0.622 0.558 1.000 0.716

BM25 0.441 0.382 0.410 0.509 0.400 0.448
BM25 + closure 0.504 0.537 0.520 0.557 0.511 0.533
BM25 + stopw 0.667 0.189 0.295 0.755 0.195 0.310
BM25 + stopw + closure 0.640 0.518 0.573 0.686 0.565 0.619

WMD 0.666 0.147 0.241 0.763 0.153 0.254
WMD + closure 0.427 0.651 0.516 0.510 0.645 0.570

Table 3: Results for Subtask 2 on dev set (breakdown by number of CTR used).

Single (dev) Comparison (dev)

Precision Recall F1 Precision Recall F1

Retrieve all 0.428 1.000 0.599 0.482 1.000 0.651

BM25 0.442 0.426 0.434 0.439 0.330 0.377
BM25 + closure 0.471 0.499 0.485 0.542 0.583 0.562
BM25 + stopw 0.744 0.242 0.365 0.541 0.127 0.206
BM25 + stopw + closure 0.635 0.495 0.557 0.646 0.546 0.592

WMD 0.599 0.132 0.216 0.744 0.166 0.272
WMD + closure 0.349 0.565 0.431 0.534 0.752 0.625

either algorithm, we consider all candidate chunks
as the evidence. In other words, we apply a perfect
Recall strategy only for the queries failing to return
any document. Recall increases 3–4 times by em-
ploying the closure. For example, WMD on test
set has Recall improvement from 0.153 to 0.645.
However, the closure strategy penalizes Precision.
The best results in our experiments are achieved by
BM25 with stopword removal and using closure
(dev set, F1 0.573 and test set, F1 0.619).

Statements in the dataset belong to one of two
types. The “Single” type comprises of only one
Primary trial, where the assertion made in the state-
ment will solely pertain to this trial. On the other
hand, the “Comparison” type involves two CTRs:
a Primary trial and a Secondary trial, and the ev-
idence for claims made in the statements have to
be retrieved from both trials. By analyzing the evi-
dence retrieval by type of CTR, we find that higher
performance is obtained by the baseline and the
system variations applying the closure difference,
as shown in Table 3.

A detailed look at the evidence retrieval perfor-
mance breakdown by CTR section used as the state-
ment reveal that there are difference in the distri-
bution of evidence among section types. From the

baseline performance reported in Table 4, we can
see that all instances in dev set with “Intervention”
type need to use all chunks in CTR premise as the
evidence. For this case, all documents must be rel-
evant and should be retrieved. On the other hand,
only a tiny portion of sentences are relevant for the
“Eligibility” type (fewer than 20% of sentences in
the CTR are relevant as evidence). It is not suffi-
cient to retrieve the most relevant documents based
on lexical or semantic similarity from eligibility
criteria in CTR (Truong et al., 2022).

By analyzing the experimental result of evidence
retrieval, we identify several cases causing low Re-
call in our system. The retriever fails to retrieve
domain-specific vocabulary, especially for BM25
algorithm that relies on term-matching. Query ex-
pansion may address this issue. Other instances
containing numbers or requiring numerical inter-
pretation (Thawani et al., 2021) may also not be
retrieved. For example, the chunk “Age 18 years”
from Eligibility section in CTR should be the evi-
dence for the statement “Only adults can take part
in the primary trial”, but our current system fails
to retrieve it.

Evidence retrieval for supporting natural lan-
guage inference tasks also poses other challenges



Table 4: Results for Subtask 2 on dev set (breakdown by CTR section).

Eligibility Results Intervention Adverse Events

Precision Recall Precision Recall Precision Recall Precision Recall

Retrieve all 0.195 1.000 0.542 1.000 1.000 1.000 0.666 1.000

BM25 0.226 0.577 0.615 0.520 1.000 0.463 0.766 0.122
BM25 + closure 0.226 0.577 0.626 0.546 1.000 0.476 0.765 0.531
BM25 + stopw 0.410 0.229 0.768 0.223 1.000 0.321 0.732 0.089
BM25 + stopw + closure 0.380 0.389 0.539 0.420 1.000 0.565 0.809 0.662

WMD 0.339 0.109 0.725 0.124 1.000 0.354 0.675 0.114
WMD + closure 0.204 0.860 0.572 0.675 1.000 0.541 0.698 0.559

not typically found in popular document retrieval
task. First, the system needs to retrieve implicit
evidence that is not explicitly mentioned in the
query. This case happens when the statement in-
volving comparison. For example, the statement
“Diarrhoea is the most common adverse event in
the primary trial and the secondary trial” does
not only require the sentences containing keyword
“Diarrhoea”, but also other sentences containing
keyword related to other adverse events. Second,
the system should deal with negative evidence. For
example, the statement “the primary trial does not
report the PFS or objective response rate of its
patient cohort” with entailment label have to re-
trieve all sentences from CTR to guarantee there is
no evidence to support negation of this statement.
So, when there is no evidence exists to support the
statement, the system must retrieve all sentences as
the evidence.

4 Conclusion and Future Work

In this paper, we described our system submitted
to SemEval-2023 Task 7: multi-evidence natural
language inference for clinical trial data (NLI4CT).
We tested document retrieval and sentence sim-
ilarity method for subtask 2: evidence retrieval.
Despite of having low recall, our system improve
the precision over the baseline. BM25 retriever
and WMD for sentence similarity cannot handle
medical vocabulary and reason with numerical in-
formation using term matching only. We find that
these approaches particularly struggle to retrieve
implicit or negative evidence.

Future directions of this work include incorpo-
rating deep architectures using language model,
e.g., ColBERT (Khattab and Zaharia, 2020) and
Dense Passage Retrieval (Karpukhin et al., 2020),
for this task. On the other hand, we are interested

in exploring whether injecting linguistics knowl-
edge (such as negation and coordinating conjunc-
tion) and reasoning capabilities (such as numerical
understanding and dealing with comparison and
superlative) may help model to retrieve more accu-
rate and complete evidence. We are also willing to
examine the connection between two subtasks in
this shared task by answering the question whether
natural language inference task necessarily need
complete evidence in context of clinical trial data.
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