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Abstract: The paper describes the organization, goals, and results of the sEXism
Identification in Social neTworks (EXIST)2022 challenge, a shared task proposed
for the second year at IberLEF. EXIST 2022 consists of two challenges: sexism
identification and sexism categorization of tweets and gabs, both in Spanish and
English. We have received a total of 45 runs for the sexism identification task
and 29 runs for the sexism categorization task, submitted by 19 different teams.
In this paper, we present the dataset, the evaluation methodology, an overview of
the proposed systems, and the results obtained. The final dataset consists of more
than 12,000 annotated texts from two social networks (Twitter and Gab) labelled
following two different procedures: external contributors and trained experts.
Keywords: Sexism Detection, Twitter, Gab, Spanish-English.

Resumen: El art́ıculo describe la organización, objetivos y resultados de EXIST
2022 (sEXism Identification in Social neTworks), una competición que se celebra
por segundo año consecutivo en el foro IberLEF. EXIST 2022 consta de dos tareas:
detección de sexismo y categorización de sexismo de tweets y gabs, tanto en español
como en inglés. Hemos recibido un total de 45 ejecuciones para la tarea de detección
de sexismo y 29 ejecuciones para la tarea de categorización de sexismo, enviadas por
19 equipos diferentes. En el presente art́ıculo, presentamos el conjunto de datos,
la metodoloǵıa de evaluación, una descripción general de los sistemas propuestos
y los resultados obtenidos. El conjunto final de datos consta de más de 12.000
textos anotados de dos redes sociales (Twitter y Gab) etiquetados siguiendo dos
procedimientos diferentes: colaboradores externos y expertos en el dominio.
Palabras clave: Detección de Sexismo, Twitter, Gab, Español-Inglés.

1 Introduction

The Oxford English Dictionary defines sex-
ism as “prejudice, stereotyping or discrimi-
nation, typically against women, on the ba-
sis of sex”. As stated in (Rodŕıguez-Sánchez,
Carrillo-de Albornoz, and Plaza, 2020), sex-
ism is frequently found in many forms in
social networks, includes a wide range of
behaviours (such as stereotyping, ideologi-
cal issues, sexual violence, etc.) (Donoso-

Vázquez and Rebollo-Catalán, 2018; Manne,
2017) and may be expressed in different forms
(direct, indirect, descriptive, reported, etc.)
(Mills, 2008; Chiril et al., 2020). Subtle forms
of sexism are particularly dangerous as they
can go unnoticed, and affect women in many
facets of their lives (Swim et al., 2001; Berg,
2006).

However, research on sexism in online
platforms has focused on detecting violent
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sexism and hate against women (Waseem,
2016; Waseem and Hovy, 2016; Frenda et
al., 2019). The previous edition of EXIST
(Rodŕıguez-Sánchez et al., 2021) was the first
attempt to automatically detect and classify
sexism in a broad sense, from explicit misog-
yny to other subtle expressions that involve
implicit sexism behaviours. Therefore, the
EXIST 2022 challenge is the second shared
task on sexism detection in social networks
whose aim is to identify and classify sexism
in a broad sense. Like its first edition in 2021,
EXIST 2022 has been proposed at IberLEF.
During the first edition, we received a total
of 70 runs for the sexism identification task
and 61 for the sexism categorization chal-
lenge, submitted by 31 different teams from
11 countries, showing the great interest of the
community around sexism detection in social
networks.

The EXIST 2022 shared task has been
focused on the same tasks as its first edi-
tion: sexism identification and categoriza-
tion. Furthermore, we proposed a new test
set labelled by six experts trained to perform
the task. Thus, this new edition focuses on
augmenting the quality of the labels and com-
paring the dataset labelled by crowdsourcing
to expert annotators. Moreover, balance be-
tween the genders of the annotators was en-
sured in order to avoid gender bias in the
labeling process. Annotators of different age
groups were also considered.

In this second edition of EXIST, we have
received a total of 45 runs for the sexism iden-
tification task and 29 runs for the sexism cat-
egorization task, submitted by 19 different
teams. Results have improved with respect
to the previous edition for task 1 (sexism
identification) and have remained similar for
task 2 (sexism categorization), which seems
to indicate that classifying sexist expressions
according to the facet of women they under-
mine is a difficult task that requires further
research.

2 Tasks

2.1 Task Description

The EXIST 2022 shared task is defined as
a multilingual classification task. In particu-
lar, the EXIST challenge is organized accord-
ing to two main subtasks: (i) sexism iden-
tification (task 1), which aims to identify if
a message or post contains sexist content;
and (ii) sexism categorization (task 2), which

aims to classify the type of sexism contained
in a given sexist message or post. Partici-
pants were welcome to present systems that
attempt both subtasks or one of them.

Task 1 is defined as a binary classification
problem, where every system should deter-
mine whether a text or message is sexist or
not. It includes any type of sexist expression
or related phenomena, like descriptive or re-
ported assertions where the sexist message is
a report or a description of a sexist event. In
particular, we consider two labels:

• Sexist: the tweet or gab expresses sexist
behaviours or discourses.

• Non-Sexist: the tweet or gab does
not express any sexist behaviour or dis-
course.

Once a message has been classified as sex-
ist, task 2 aims to categorize the message
according to the type of sexism it encloses.
The categorization has been revised by two
experts in gender issues, Trinidad Donoso
and Miriam Comet from the University of
Barcelona, and takes into account the differ-
ent aspects of women that are undermined.
This task is defined as a multi-class classifi-
cation problem where each sexist tweet or gab
must be categorized in one of the 5 following
classes:

• Ideological and inequality: The text
discredits the feminist movement, rejects
inequality between men and women, or
presents men as victims of gender-based
oppression.

• Stereotyping and dominance: The
text expresses false ideas about women
that suggest they are more suitable to
fulfill certain roles (mother, wife, family
caregiver, faithful, tender, loving, sub-
missive, etc.), or inappropriate for cer-
tain tasks (driving, hardwork, etc), or
claims that men are somehow superior
to women.

• Objectification: The text presents
women as objects apart from their dig-
nity and personal aspects, or assumes or
describes certain physical qualities that
women must have in order to fulfill tra-
ditional gender roles (compliance with
beauty standards, hypersexualization of
female attributes, women’s bodies at the
disposal of men, etc.).
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Text Task 1 Task 2
Where are all the white women at? non-sexist non-sexist
Feminism is a war on men, but it’s also a war on women. It’s a war on female nature, a war on femininity. sexist ideological-inequality
Woman driving, be careful! sexist stereotyping-dominance
No offense but I’ve never seen an attractive african american hooker. Not a single one sexist objectification
I wanna touch your tits..you can’t imagine what I can do on your body. sexist sexual-violence
I hate misogyny more than I hate women sexist misogyny-non-sexual-violence

Table 1: Examples of messages for each task.

• Sexual violence: Sexual suggestions,
requests for sexual favors or harassment
of a sexual nature (rape or sexual as-
sault) are made.

• Misogyny and non-sexual violence:
The text expresses hatred and violence
towards women.

Examples of each category for both tasks
are reported in Table 1.

A substantial difference between EXIST
2022 and its first edition in 2021 is that, in
2022, the test set was labelled by 6 experts
trained to perform the task, and therefore an-
notation quality is considerably higher. EX-
IST 2021, on the other hand, presented a big-
ger test set labelled by crowdsourcing anno-
tators using the Amazon Mechanical Turk1

(MTurk) platform. Moreover, EXIST 2022
takes into account women and men may dif-
fer in their perception of what is sexism, and
therefore the annotation group is composed
of three women and three men.

2.2 Evaluation Measures and
Baselines

In order to evaluate the performance of the
different approaches proposed by the partici-
pants, we will use the Evaluation Framework
EvALL2 (Amigó et al., 2017; Amigó, Spina,
and Carrillo-de Albornoz, 2018; Amigó et al.,
2020). Within this framework, we will evalu-
ate the system outputs as classification tasks
(binary and multi-class respectively) using
standard evaluation metrics, including Accu-
racy, Precision, Recall, and macro-averaged
F1-score.

In task 1, Sexism Identification, the re-
sults of participants will be ranked using Ac-
curacy, as the distribution between sexist and
non-sexist categories is balanced. Besides,
other measures will be computed, such as
Precision, Recall, and F1. All metrics will
be also computed by language. In particular,
Accuracy has been computed as follows:

1https://www.mturk.com/
2www.evall.uned.es

Accuracy =
number of correctly predicted instances

number of instances

In task 2, Sexism Categorization, we will
use macro-averaged F1-score to rank the sys-
tem outputs. Similarly, we will compute
other measures such as Precision and Recall.
The F1-score was computed as follows:

F1 =
F1(sexism categorization)

6

where F1(sexism categorization) is calcu-
lated as the sum of all classes (including non-
sexist):

F1(sexism categorization) =
F1(non-sexist) + F1(ideological-inequality) +
F1(misogyny-non-sexual-violence) +
F1(objectification) + F1(sexual-violence) +
F1(stereotyping-dominance)

We propose two different baselines so that
we can establish an expected performance of
the submitted runs. First, we provided a
benchmark (BASELINE ) based on Support
Vector Machine (linear kernel) trained on tf-
idf features built from the texts unigrams.
Second, a model that labels each record based
on the majority class (Majority Class).

3 Dataset

The EXIST 2022 shared task employs data
from Twitter and Gab in English and Span-
ish. In particular, this edition uses the EX-
IST 2021 dataset for training and a new test
set labeled by experts in the task for testing.
Therefore, Twitter data was used for both
training and testing while Gab was only in-
cluded in the EXIST 2022 training set. This
way, participants can analyse whether includ-
ing data from a social network without “con-
tent control” in the training phase improves
the performance of their systems. In order to
build the testing data for both tasks, we em-
ployed the same terms used in EXIST 2021.
In particular, the final set contains 116 seed
terms for Spanish and 109 for English.

To create the new test set for this edi-
tion, we used the Twitter API to search for
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tweets written in English or Spanish contain-
ing some of the selected keywords. The setup
of our crawler implies collecting 100 tweets
for each term daily. Crawling was performed
during the period from the 1st of January
2022 until the 31st of January 2022, gather-
ing 170,210 tweets for Spanish and 206,549
for English. We have removed those with
less than 60 tweets to ensure an appropri-
ate balance between seeds. The final set of
seeds used contains 91 seeds for Spanish and
94 seeds for English.

Regarding the sampling process, approx-
imately 7 tweets were randomly selected for
each seed term within the period from 1st
to 31st of January 2022. We randomly re-
sampled these tweets for each language to
build the final sampled set composed of 600
tweets. The whole sampling process was de-
fined taking into account different sources of
bias. In particular, we considered three main
sources: seed, temporal and user bias. We
tried to mitigate seed bias by including a wide
range of terms that are used in both sexist
and non-sexist contexts (116 terms for Span-
ish and 109 for English). Temporal bias be-
tween training and testing data is mitigated
since there is a temporal gap of almost one
year between both sets. We also checked the
temporal gap between tweets for each seed
to ensure that data is spread all over the pe-
riod. Finally, we checked messages generated
by users to ensure an appropriate balance.
We also took into account this principle to
split the dataset into training and test sets
and removed from the test set users who were
also present in the training set to avoid user
bias.

The sampled data set was labelled through
a majority voting approach by six expert an-
notators trained to perform this task. Ini-
tially, we developed an annotation guide in
English and Spanish in which we provided a
clear explanation of each label along with a
number of examples. We presented and ex-
plained the guidelines to ensure that all ex-
perts understood the task. Then, we did an
annotation experiment proposing the 6 ex-
perts to annotate the 20% of the test set ob-
taining a 0.387 kappa for task 1 and 0.336 for
task 2. These results indicated poor agree-
ment and were used to modify the annota-
tion guide and revise all the problems with
the annotators. We repeated the experiment
and obtained a 0.57 kappa for task 1 and 0.47

for task 2 showing a moderate agreement that
aligns with the fact that the sexism detection
task from a broad perspective is not simple.
Sexism is even more subjective than misog-
yny or hate speech to women thus the label-
ing process is harder. The final labels were
selected according to the majority vote be-
tween the 6 expert annotators in all cases.
In the case of a tie, the tweet/gap was dis-
carded. The final agreement for the whole
dataset was 0.589 kappa for task 1 and 0.485
for task 2. Texts with disagreement for any
of the classes were removed. The final EXIST
2022 test set consists of 1058 tweets, where all
texts were randomly selected from the 1200
sampled set.

We have also tried to avoid gender bias
in the annotation process by employing three
female annotators and three men annotators.
Gender bias may lead to algorithm bias.

The training data was provided as tab-
separated, according to the following fields:

• test case: contains the string “EX-
IST2021” or “EXIST2022” needed for
the evaluation tool EvALL.

• id: denotes a unique identifier of the
text.

• source: denotes the data source; it takes
values “twitter” or “gab”.

• language: denotes the language of the
text; it takes values “en” or “es”.

• text: contains the actual text.

• task1: defines whether the text is sexist
or not; it takes values “sexist” and “non-
sexist”.

• task2: defines the type of sexism (if ap-
plicable); it takes values as:

– “ideological-inequality”: denotes
the category “Ideological and in-
equality”;

– “misogyny-non-sexual-violence”:
denotes the category “Misogyny
and non-sexual violence”;

– “objectification”: denotes the cate-
gory “Objectification”;

– “sexual-violence”: denotes the cat-
egory “Sexual violence”;

– “stereotyping-dominance”: denotes
the category “Stereotyping and
dominance”;
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– “non-sexist”: denotes that the
tweet or gab does not express any
sexist behaviours or discourses.

Concerning the test data, we removed
“task1” and “task2” labels from the file that
was provided to the participants.

The entire EXIST dataset contains 12,403
labeled texts, 11,345 for training correspond-
ing to EXIST 2021 and a new test set con-
sisting of 1,058 tweets. Table 2 summarizes
the description of the dataset, as well as the
number of texts per class for both training
and test sets, and the distribution by lan-
guage.

4 Overview of the Submitted
Approaches

60 groups from 14 countries signed up for EX-
IST 2022, 19 of them submitted runs for task
1, and 15 for task 2. In this challenge, each
team had the chance to submit a maximum
of 6 runs, 3 runs for each task. We received
a total of 45 runs for task 1 and 29 runs for
task 2.

Regarding the classification approaches,
all of the participants submitted their results
using some sort of transformer-based system
for both tasks with the exception of one team.
In particular, 18 teams used some sort of
transformer architecture, of which 8 teams
used BERT (Devlin et al., 2019) (or mul-
tilingual BERT - mBERT), 5 used a Span-
ish version of BERT called BETO (Canete
et al., 2020), 4 used RoBERTa (Liu et al.,
2019), 3 used DeBERTa v3 (He, Gao, and
Chen, 2021), 2 used a multilingual version
of RoBERTa called XLM-R (Conneau et al.,
2019) or other transformer versions. Tradi-
tional machine learning methods like decision
trees or Logistic Regression (LR) have been
adopted by only one team. This year, none
of the teams experimented with other deep
learning methods (i.e. Long short-term mem-
ory networks - LSTM) or libraries. Following,
we list the participants and briefly describe
the approaches used by each group.

2539404758 participated in both tasks
and submitted one run for each task. They
fine-tuned BERT for English texts and
BETO for Spanish.

AI-UPV participated in both tasks and
submitted 3 runs for each task. Their sys-
tem was based on an ensemble of transformer
models in a single-language and multilin-

gual configuration. In particular, they used
BERT, RoBERTa, ELECTRA (Clark et al.,
2020) and GPT-2 (Radford et al., 2019) as
transformer models.

AIT FHSTP participated in both tasks
and submitted 3 runs for each task. They
experimented with two multilingual trans-
former models, such as mBERT and XLM-
R, and a monolingual (English) T5 model
(Raffel et al., 2019). To train the models,
they used a two step approach. First, un-
supervised pre-training with additional data
and second, supervised fine-tuning with ad-
ditional as well as augmented data. For these
experiments, they employed the MeTwo
dataset (Rodŕıguez-Sánchez, Carrillo-de Al-
bornoz, and Plaza, 2020), HatEval 2019
dataset (Basile et al., 2019) and other hate
speech related datasets.

avacaondata participated in both tasks
and submitted 3 runs for each task. Their
best approach to the task is based on an en-
semble of different transformer models with
BERTweet-large (Nguyen, Vu, and Nguyen,
2020), RoBERTa and DeBERTa v3 for En-
glish, and BETO, BERTIN (De la Rosa et al.,
2022), MarIA-base (Gutiérrez-Fandiño et al.,
2021) and RoBERTuito (Pérez et al., 2021)
for Spanish. Models were trained in two
phases. First, a validation set was used for
hyperparameter optimization, second, mod-
els were trained using the whole training set.

besiguenza submitted one run for each
task. Their best system was based on mul-
tilingual DeBERTa v3 and used back trans-
lation techniques to augment the EXIST
dataset.

CIMATCOLMEX only participated in
task 1 with three different runs. Their best
approach consisted in an ensemble of 10
RoBERTuito and 10 BERT models each of
them is trained individually using different
seeds.

CompLingKnJ only participated in task
1 with two different runs. Their best run
was based on transformers, where BETO was
used for Spanish messages and BERT for
English. They experimented with a system
based on tf-idf features and traditional ma-
chine learning techniques.

ELiRF-VRAIN participated in both tasks
and submitted three runs for each task. Their
system was based in a ensemble of 5 different
models for Spanish (XLM-R, RoBERTa and
3 BERT models) and other 5 models for En-
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Training Testing
Twitter Gab Twitter

Spanish English Spanish English Spanish English Total

Sexist 2599 2494 265 300 254 215 6127

Non-sexist 2612 2658 225 192 271 305 6263

Ideological-inequality 695 619 73 100 97 64 1648

Misogyny-non-sexual-violence 600 436 58 63 32 25 1214

Objectification 368 377 50 29 18 21 863

Sexual-violence 304 494 71 48 44 43 1004

Stereotyping-dominance 632 568 13 60 60 55 1388

Table 2: Dataset distribution.

glish (XLM-R, RoBERTa, BERT, hateBERT
(Caselli et al., 2020) and ALBERT (Lan et
al., 2019)). Furthermore, they translated all
English tweets to Spanish and vice versa and
masked randomly selected tokens to augment
the data available.

I2C participated with 3 runs for task 1
and one run for task 2. For their best sys-
tem, they translated all Spanish tweets to
English and created an ensemble of 3 models:
RoBERTa, BETO and SiEBERT (Hartmann
et al., 2020).

LPtower submitted 3 runs for each task.
For their best run, they translated all tweets
to 6 languages (French, Portuguese, Italian,
German, Spanish and English) and created
an ensemble of 6 models, each of them trained
for a different language.

multiaztertest submitted two runs for task
1 and one run for task 2. In their best run,
they fine-tuned RoBERTa for English texts
and BETO for Spanish.

NIT Agartala NLP Team submitted one
run for each task. Their system was based on
Logistic Regression trained on tf-idf features
built from the texts unigrams.

shm2022 submitted two runs for task 1
and one run for task 2. They trained the
multilingual model LaBSE (Feng et al., 2020)
to classify both English and Spanish tweets.

SINAI only participated in task 1 with
three different runs. The best run was a sys-
tem based on DistilBERT (Sanh et al., 2019).
They experimented with other datasets for
data augmentation.

SINAI-TL only participated in task 1 with
three different runs. They followed a multi-
task learning approach using different auxil-

iary tasks. BETO for Spanish and BERT for
English were used as base models. Their best
run used the emotion detection task as the
auxiliary one by training a shared model with
the Universal Joy dataset (Lamprinidis et al.,
2021) for Spanish and, for English, they used
a BERT model without auxiliary.

ThangCIC submitted 3 runs for each task.
Their best system was based on an majority
vote ensemble of 2 different models: mBERT
and DeBERTa.

UMUTeam submitted 3 runs for each task.
Their system combined linguistic features
and state-of-the-art transformers using en-
semble techniques. Their best model is based
on a weighted ensemble model using trans-
formers.

UNED-UPM submitted two runs for each
task. For both tasks, they used a Multi-
lingual Universal Sentence Encoder (Yang et
al., 2019) as textual representation and com-
puted the nearest neighbors to find the defini-
tive class.

xaiTUD only participated in task 1 with
a run. Their system was based on a com-
bination of byte-level model ByT5 (Xue et
al., 2022) with tabular modeling via TabNet
(Arık and Pfister, 2021).

5 System Results

Tasks 1 and 2 were evaluated independently.
In the following subsections, we show the re-
sults for each task and language. Teams were
ranked by accuracy for task 1 and macro-
averaged F1-score (F1) for task 2. However,
we also report standard evaluation metrics
such as Precision and Recall.
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Ranking Team run Accuracy Precision Recall F1
1 task1 avacaondata 1 0.7996 0.7982 0.7975 0.7978
2 task1 CIMATCOLMEX 1 0.7949 0.7935 0.7952 0.794
3 task1 I2C 1 0.7883 0.7889 0.7912 0.788
4 task1 SINAI-TL 1 0.7845 0.7846 0.7868 0.7841
5 task1 multiaztertest 1 0.7836 0.7831 0.7853 0.783
6 task1 ELiRF-VRAIN 2 0.7694 0.7684 0.7704 0.7686
7 task1 UMU 1 0.7647 0.7647 0.7668 0.7642
8 task1 2539404758 0.7637 0.7619 0.7628 0.7623
9 task1 AI-UPV 3 0.7637 0.7652 0.7671 0.7635
10 task1 ThangCIC 3 0.7609 0.7598 0.7616 0.76
11 task1 LPtower 1 0.758 0.7561 0.7558 0.7559
12 task1 shm2022 1 0.7533 0.754 0.756 0.753
13 task1 AIT FHSTP 3 0.7505 0.7494 0.7512 0.7496
14 task1 CompLingKnJ 1 0.7457 0.7446 0.7463 0.7448
15 task1 SINAI 1 0.7316 0.7353 0.7362 0.7315
16 task1 besiguenza 1 0.7306 0.729 0.726 0.7269
17 task1 NIT Agartala NLP Team 1 0.7098 0.7075 0.7059 0.7065
18 task1 BASELINE 0.6928 0.6919 0.685 0.6859
19 task1 UNED-UPM 1 0.6824 0.7131 0.6968 0.6792
20 Majority Class 0.5444 0.5444 0.5 0.3525
21 task1 xaiTUD 1 0.4811 0.5034 0.5026 0.46

Table 3: Results task 1 (best run).

5.1 Task 1

19 teams participated in task 1 for both
English and Spanish, presenting 45 runs in
total. In Table 3, the best run for each
team is shown, as well as the two baselines:
task1 BASELINE and Majority Class. All
runs ranking is available at the task website3.

Regarding the best run ranking, 14
teams achieved an Accuracy above the
task1 BASELINE, while only 5 teams were
below the baseline. For the Majority Class
baseline, 16 teams achieved a higher Accu-
racy, whereas only 3 teams were below. The
best performing team is avacondata, which
achieved an overall F1 of 0.7996. This team
exploited an ensemble of transformers models
for different hyper-parameter configurations.
The baseline based on majority vote was one
of the worst performing solutions.

Although the official ranking considered
both languages, we also presented two sepa-
rate rankings by language (English and Span-
ish) for each task. Table 4 shows the top-10
runs for English and Table 5 for Spanish. Re-
garding the English results, the winning team
avacaondata achieved the best results with
an accuracy of 0.8422. Regarding the Spanish
results, CIMATCOLMEX ranked first with

3http://nlp.uned.es/exist2022/

an accuracy of 0.7801. They used an ensem-
ble of 10 RoBERTuito and 10 BERT models,
each of them trained individually using dif-
ferent seeds. The winning team avacaondata
ranked fifth with more than 2% of difference
in terms of accuracy.

As expected, transformer-based models
performed better than the other techniques,
since the top-10 teams are all based on these
techniques. Traditional machine learning ap-
proaches did not perform well even using
extra features based on external resources.
Similarly, the use of external datasets has
been explored by some teams with rela-
tive success. Specific-domain transformers
have been successfully employed by the top-
performed teams. This may suggest that
transformer-based models benefit from train-
ing with data from the same source (e.g.
Twitter).

It is interesting to highlight the perfor-
mance difference (around 6%) between En-
glish and Spanish tasks. As we expected,
transformer models perform better in En-
glish since they have been trained on corpus
mainly composed of English texts. However,
since Spanish is well-represented in these
datasets, multilingual transformers perform
very well for this language.

Overview of EXIST 2022: sEXism Identification in Social neTworks

235



Ranking Team run Accuracy Precision Recall F1
1 task1 avacaondata 1.tsv en 0.8422 0.8388 0.8365 0.8376
2 task1 SINAI-TL 1.tsv en 0.8194 0.8148 0.8206 0.8166
3 task1 CIMATCOLMEX 3.tsv en 0.8137 0.8087 0.8132 0.8103
4 task1 I2C 1.tsv en 0.8137 0.8107 0.8182 0.8117
5 task1 AI-UPV 3.tsv en 0.8118 0.807 0.8122 0.8087
6 task1 multiaztertest 2.tsv en 0.8023 0.7981 0.794 0.7958
7 task1 ELiRF-VRAIN 3.tsv en 0.7947 0.7893 0.7893 0.7893
8 task1 LPtower 1.csv en 0.7852 0.7795 0.7811 0.7802
9 task1 ThangCIC 3.tsv en 0.7852 0.7795 0.7805 0.78
10 task1 AI-UPV 1.tsv en 0.7795 0.7789 0.7862 0.7779
11 task1 BASELINE.tsv en 0.7167 0.7092 0.7053 0.7068
12 Majority Class 0.5798 0.5798 0.5 0.367

Table 4: Top-10 results task 1 English.

Ranking Team run Accuracy Precision Recall F1
1 task1 CIMATCOLMEX 1.tsv es 0.7801 0.7808 0.7805 0.7801
2 task1 multiaztertest 1.tsv es 0.7744 0.7753 0.7749 0.7744
3 task1 I2C 3.tsv es 0.7707 0.7706 0.7707 0.7706
4 task1 I2C 1.tsv es 0.7632 0.7652 0.7639 0.763
5 task1 UMU 3 es 0.7613 0.7614 0.7614 0.7613
6 task1 avacaondata 1.tsv es 0.7575 0.7574 0.7574 0.7574
7 task1 ELiRF-VRAIN 1.tsv es 0.7556 0.7608 0.7569 0.755
8 task1 ThangCIC 1.tsv es 0.7556 0.7567 0.7549 0.755
9 task1 UMU 1 es 0.7556 0.757 0.7563 0.7556
10 task1 2539404758.tsv es 0.7538 0.7539 0.7534 0.7535
11 task1 BASELINE.tsv es 0.6692 0.6747 0.6673 0.6649
12 Majority Class 0.5094 0.5094 0.5 0.3375

Table 5: Top-10 results task 1 Spanish.

Ranking Team run Accuracy Precision Recall F1
1 task2 avacaondata 1 0.7013 0.5907 0.5351 0.5106
2 task2 ELiRF-VRAIN 3 0.7042 0.587 0.5057 0.4991
3 task2 UMU 2 0.6767 0.5552 0.492 0.4741
4 task2 multiaztertest 1 0.6786 0.5451 0.4826 0.4706
5 task2 ThangCIC 8 0.6626 0.5414 0.5001 0.4706
6 task2 I2C 1 0.6465 0.5255 0.518 0.47
7 task2 AIT FHSTP 3 0.6522 0.5301 0.4999 0.4675
8 task2 LPtower 1 0.6569 0.5477 0.4748 0.4635
9 task2 AI-UPV 3 0.6267 0.519 0.5005 0.4516
10 task2 besiguenza 1 0.6285 0.4941 0.4231 0.4198
11 task2 2539404758 0.6153 0.4511 0.3939 0.3809
12 task2 UNED-UPM 1 0.5274 0.4141 0.4279 0.3708
13 task2 BASELINE 0.5784 0.4299 0.3395 0.342
14 task2 NIT Agartala NLP Team 1 0.6229 0.5736 0.281 0.3194
15 Majority Class 0.5539 0.5539 0.1429 0.1018
16 task2 shm2022 1 0.138 0.38 0.1637 0.056

Table 6: Results task 2 (best run).
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Ranking Team run Accuracy Precision Recall F1
1 task2 avacaondata 1.tsv en 0.7471 0.6184 0.5532 0.5337
2 task2 AI-UPV 3.tsv en 0.6996 0.5718 0.5631 0.5133
3 task2 ELiRF-VRAIN 3.tsv en 0.73 0.5954 0.5218 0.5084
4 task2 ThangCIC 8.tsv en 0.6939 0.549 0.5058 0.4792
5 task2 UMU 2 en 0.7091 0.5461 0.4899 0.4751
6 task2 AI-UPV 1.tsv en 0.673 0.5353 0.5177 0.474
7 task2 multiaztertest 1.tsv en 0.711 0.552 0.4789 0.4689
8 task2 I2C 1.tsv en 0.6654 0.5112 0.5193 0.4658
9 task2 AIT FHSTP 3.tsv en 0.6635 0.5196 0.4767 0.4545
10 task2 LPtower 1.csv en 0.6806 0.5289 0.461 0.4515
11 task2 BASELINE.tsv en 0.5722 0.3836 0.3471 0.3276
12 Majority Class 0.5932 0.5932 0.1429 0.1064

Table 7: Top-10 results task 2 English.

Ranking Team run Accuracy Precision Recall F1
1 task2 ELiRF-VRAIN 3.tsv es 0.6786 0.5891 0.4881 0.4867
2 task2 avacaondata 1.tsv es 0.656 0.5718 0.5169 0.4864
3 task2 UMU 1 es 0.6541 0.5985 0.5026 0.4855
4 task2 ELiRF-VRAIN 1.tsv es 0.6767 0.5818 0.4964 0.4841
5 task2 AIT FHSTP 3.tsv es 0.641 0.5416 0.5215 0.4775
6 task2 I2C 1.tsv es 0.6278 0.5432 0.5152 0.4714
7 task2 LPtower 1.csv es 0.6335 0.5666 0.4889 0.4709
8 task2 ThangCIC 4.tsv es 0.6316 0.5494 0.5131 0.4699
9 task2 multiaztertest 1.tsv es 0.6466 0.5457 0.4863 0.4679
10 task2 AI-UPV 2.tsv es 0.5545 0.4754 0.4405 0.3974
11 task2 BASELINE.tsv es 0.5846 0.4827 0.3317 0.3488
12 Majority Class 0.515 0.515 0.1429 0.0971

Table 8: Top-10 results task 2 Spanish.

5.2 Task 2

15 teams participated in task 2 for both En-
glish and Spanish, for a total of 29 runs. In
Table 6, the best run for each team is shown,
as well as the two baselines. Among all the
runs, 11 teams achieved an F1 above the
task2 BASELINE, while only 4 teams were
below it. For the Majority Class baseline, 14
teams achieved a higher F1, whereas only 1
team is below the baseline.

It is interesting to highlight the strong dif-
ference between the best and the worst sys-
tems. The best performing team for task 2
is again avacaondata. The worst results have
been obtained by teams that employ tradi-
tional machine learning methods. Further-
more, the difference between the first and
second team is more significant. This could
be due to the fact that, unlike the first task,
the second team does not employ a domain-
adapted transformer.

Tables 7 and 8 show results for the top-
10 teams in English and Spanish, respec-

tively. Again, the task winner avacaondata
performed better in English than in Span-
ish, they ranked first and second respectively.
Interestingly, ELiRF-VRAIN performed well
in Spanish by using an ensemble of 5 differ-
ent models for Spanish and other 5 models
for English.

In this task, the difference in performance
between English and Spanish is very similar
to task 1. However, it is important to notice
that most participants achieved relatively low
results, demonstrating the difficulty of this
task and the need for further research.

6 Conclusion

In this paper, we have presented the results
of the second shared task on sexism detec-
tion in a broad sense, from explicit misog-
yny to other subtle expressions that involve
implicit sexist behaviours. The task setup
provided an opportunity to test classifica-
tion systems in multilingual scenarios (En-
glish and Spanish) along with different social
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networks (Twitter and Gab) and labelling
procedures (crowdsourcing and expert anno-
tators). Perhaps the main contribution of
this new edition is its high-quality dataset,
which comprises more than 1,000 tweets la-
belled by experts trained to perform both
tasks in the competition. We think that this
dataset is a useful resource for researchers in
online sexism detection.

Compared to the previous EXIST edition,
the runs submitted show that the problem
of sexism identification can be better ad-
dressed by using transformer-based models
adapted to the Twitter domain. However,
the sexism categorization still remains a chal-
lenging problem. Like in the previous edi-
tion, we found out that modern transformer-
based models considerably overcome tradi-
tional machine learning approaches. Overall,
the results confirm that sexism detection in
social networks is challenging but there is still
room for improvement.

Again, the high number of participating
teams at EXIST 2022 confirms the growing
interest of the community around sexism de-
tection in social networks.
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