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Abstract

While the concept of responsible AI is becoming more and more popular, practitioners and
researchers may often struggle to characterize responsible practices in their own work. This
paper presents a four-day, PhD-level course on Responsible Artificial Intelligence conducted
at the University of Udine by Dr. Damiano Spina. Using a hands-on approach, the course
aimed to illustrate the application of responsible AI concepts in research. Using case studies
based on existing IR research, the course explored responsible AI concepts such as positional-
ity, participatory research, fairness, diversity, and ethics. The course engaged 23 participants,
both online and in person, including PhD students at various stages, postdoctoral researchers,
professors, and academic staff. It featured four sessions and five interactive group activities.
Of the 23 attendees, 20 (87%) actively participated in the activities, and 14 (61%) com-
pleted the final survey. We believe the hands-on activities discussed in this paper can assist
practitioners and educators in the design of responsible AI content for information retrieval
curriculum.

Date: May 21–24, 2024.

Website: https://www.damianospina.com/teaching/responsible-ai.

∗Affiliation not shown for all authors due to space limitations (see Appendix F for details).
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1 Introduction

The rapid advancement of Artificial Intelligence (AI) has brought immense benefits across numer-
ous domains, but it is also well-known that it raises important challenges in terms of ethical and
responsible practices in the development, application, and use of these technologies. Given the
multidisciplinary nature of these challenges, it is often not straightforward to advance knowledge
in this area.

The first author has designed the course described in this report to share with PhD students
enrolled in the Computer Science and AI PhD program at the University of Udine (Italy).1

The material of the course is based the experience of working in multi-disciplinary teams
within the ARC Centre of Excellence for Automated Decision-Making and Society (ADM+S).2

The collaborations included working with, in addition to computer scientists, experts with a
background in media and communication, fact-checking, psychology, and law, to address problems
related to responsible AI in the context of information access and retrieval systems – in particular,
search engines and conversational assistants.

The course comprised four in-person sessions featuring presentations, along with five interactive
group activities. The enthusiastic participation of students and the positive feedback received
indicate that students appreciated this more interactive approach to knowledge sharing. The
course learning outcomes included an enhanced understanding of the terminology and methods
employed by multidisciplinary teams dedicated to advancing knowledge in responsible AI, as well
as the application of these concepts in the context of information access and retrieval research.

All supplementary materials – including data and code used to analyze the post-course feedback
survey – are available to the research community in an OSF repository.3 A shorter version of this
course has been accepted as a half-day tutorial at the 2025 ACM SIGIR CHIIR conference [Spina,
2025].4

The purpose of this report is to detail the activities conducted during the course and to share
the outcomes with the Information Retrieval (IR) community. We believe – including the students
who attended the course – that: (i) the activities designed for this course may help other educators
designing curricula for information access and retrieval [Bauer et al., 2023], and (ii) the material
delivered in this course can assist others in integrating responsible AI concepts into their research.

Section 2 outlines the topics and activities provided within the course. Section 3 describes
the outcomes of the first group activity (research topics). Section 4 describes the outcomes of
the second group activity (keywords); Section 5 discusses the case studies crafted by the groups
(Activities 3–5). Section 6.4 summarizes the results of a post-course feedback survey and we
conclude the report in Section 7.

1https://dmif.uniud.it/it/didattica/dottorato/iai/phd-course-in-computer-science-and-artif

icial-intelligence
2https://admsctentre.org.au
3https://bit.ly/responsibleIR_course
4https://www.damianospina.com/tutorial/responsible-ai
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2 Course Outline

The course took place at the University of Udine (Italy) over four days, from May 21st to May
24th, 2024. It included four sessions (Section 2.1) and a series of interactive group activities
(Section 2.2).

2.1 Sessions

The course consisted of four sessions, one session per day:

– Day 1 – Responsible AI: A Multidisciplinary Problem. How Can We Con-
tribute?: The first day provided an introduction to two phenomena that are crucial – but
not necessarily obvious – to consider when carrying out multidisciplinary research: under-
standing who is involved in the discussions and the differences in understanding (common)
terminology. The session introduced the concept of positionality [Olteanu et al., 2023], by
inviting participants to reflect on factors (socioeconomic, discipline background, level of ex-
perience, etc.) that may have shaped the identity of the researchers who were going to discuss
Responsible AI (Activity 1). After the group discussion, participants were invited to identify
and embrace differences in the understanding of key terminology related to responsible AI
(Activity 2). This activity was inspired by a workshop developed by Prof. Anthony Mc-
Cosker [Burgess et al., 2022]. It draws on Raymond Williams’ Keywords project [Williams,
2014], which has helped explore and socialize the language associated with new technologies.

– Day 2: Mixed Methods for Designing and Evaluating Presentation Strategies
for Fact-checked Content: The second session introduced the concept of mixed methods
and participatory research. These concepts were illustrated with the work carried out in the
ADM+S project titled “Quantifying and Measuring Bias and Engagement” [Spina et al.,
2024]. In this project, a multidisciplinary team collaborated with fact-checkers to design
and evaluate presentation strategies of verified information in screens and voice-only chan-
nels [Hettiachchi et al., 2023; Spina et al., 2023]. In this session, participants were asked to
work in groups to identify research projects of their interest (case studies) on which they
think it would be beneficial to apply mixed methods (Activity 3).

– Day 3 – Fairness and Diversity: Two Sides of the Same Coin?: The third session
introduced the notion of fairness and diversity. In particular, it gave an overview of the
Cranfield paradigm for offline evaluation of information retrieval systems [Mizzaro, 1997;
Sanderson, 2010], and introduced axiomatic analysis of effectiveness measures [Amigó et al.,
2018a, 2022], as well as diversity-aware evaluation [Amigó et al., 2018b] and fairness-aware
rankings [Ekstrand et al., 2022; Hiemstra, 2023; Kiesel et al., 2021; Pathiyan Cherumanal
et al., 2021, 2023; Pathiyan Cherumnal et al., 2023]. Finally, groups were asked to discuss
fairness and diversity in the context of their case studies (Activity 4).

– Day 4 – Characterizing Information Processing Activities with Physiological Sig-
nals from Multiple Wearable Devices: The last session aimed to introduce the concept
of ethical considerations by describing recent work in conducting lab user studies to char-
acterize information processing activities with neurophysiological signals obtained via EEG
(electroencephalogram), wristbands, and eye-tracking [Ji, 2023; Ji et al., 2023a,b, 2024a].
Then, the use of wearable devices to characterize cognitive biases in spoken conversational
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search was also discussed [Kiesel et al., 2021; Ji et al., 2024b; Pathiyan Cherumanal et al.,
2024]. Finally, groups were asked to revisit their case studies to discuss the ethical consid-
erations that should be taken into account in their proposed projects (Activity 5).

2.2 Activities

Throughout the four days, participants were asked to reflect and apply the topics discussed in the
sessions to their research through a series of interactive activities. To facilitate communication
and ideas exchange, participants were divided into four groups, each symbolized by a typical
Australian animal (Marram/Kangaroo , Warin/Wombat , Gurrborra/Koala , and Dulai

Wurrung/Platypus 5).
A total of five activities were proposed (their handouts are reported in Appendix A):

– Activity 1 – Research Topics: Each participant was asked to individually reflect upon
their research activity, first identifying its key elements in the form of an abstract, and then
considering how their identity as a scholar influences their research (positionality statement).
After these reflections, each participant shared and discussed their experiences with the other
group members, eventually drafting a positionality statement. The activity was conducted
within Day 1. The results of this activity are reported in Section 3.

– Activity 2 – Keywords: Each group was asked to collect and cluster keywords and terms
that might be highly important for understanding their research matters. Among these
keywords, the group should identify those that might be divisive or cause misunderstandings
(e.g., differences between technical and ordinary use of a word). Finally, the group should
draft activities, tools, or materials for facilitating dialogue on these terms. The activity was
conducted within Day 1. The results of this activity are reported in Section 4.

– Activity 3 – Mixed Methods: Each group was asked to discuss how mixed methods
could be helpful in the research activities conducted by the participants. The group should
draft possible activities and guess the outcomes (i.e., prepare a series of case studies). The
activity was conducted within Day 2. The results of this activity are reported in Section 5
along with those of the next activities.

– Activity 4 – Fairness and Diversity: Considering the case studies outlined in Activity
3, each group was called to reflect upon the concepts of fairness and diversity. The activity
was conducted within Day 3. The results of this activity are reported in Section 5 along
with those of the previous and the next activity.

– Activity 5 – Ethical Considerations: Considering the case studies outlined in Activity
3, each group was called to reflect upon the ethical consequences of the research. Specifically,
each group was asked to identify the beneficiaries of the research and conduct a risk assess-
ment. The activity was conducted within Day 4. The results of this activity are reported in
Section 5 along with those of the previous two activities.

5Note that the first name is in Woi Wurrung and Boon Wurrung languages: https://deadlystory.com/page
/aboriginal-country-map/Aboriginal_Country_Completed/Wurundjeri/Wurundjeri_Language
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3 Activity 1: Research Topics

This section summarizes the results of Activity 1. A handout for the activity is provided in
Appendix A.1, and the content created by each group is included in Appendix B.

3.1 Objective

The activity aimed to guide participants through a reflective and collaborative process, starting
with the individual development of a short research abstract, followed by an assessment of their
scholarly positionality and its impact on their research. The activity concluded with a group
discussion to share and exchange perspectives.

3.2 Procedure

The procedure involved having participants individually outline their research as a short abstract.
Each participant then assessed their scholarly position and reflected on how it could influence
their research. Finally, participants shared and discussed their perspectives within their groups.

The activity was conducted simultaneously by all course participants. Each participant had
10-15 minutes to report on their research and positionality statement using a shared template.
They were also able to view contributions from others. Following this, group discussions were
held, with the group leader summarizing the discussion in the shared document. Despite the
limited time, all participants successfully outlined their topics and positions. After the course, we
reorganized and proofread the content to improve its clarity and accuracy.

3.3 Outcomes

Figure 1 shows a word cloud containing all the research topics of the course participants. Many of
these topics involve artificial intelligence to varying degrees. Some participants focus on applying
artificial intelligence techniques—primarily machine learning—in healthcare, such as in oncology,
(Appendix B.1.1), digital pathology (Appendix B.4.5 and Appendix B.1.3), and immunohisto-
chemistry (Appendix B.4.4 and Appendix B.3.4) while others focuses on forestry and agriculture
(Appendix B.2.4) or the environment in general (Appendix B.3.2). Regarding healthcare in par-
ticular, one research topic focuses on the development of data structures for the efficient storage
of genetic and biological data (Appendix B.4.2).

Other researchers address topics that impact artificial intelligence more broadly. An im-
portant aspect is the interpretability or explainability of the outputs of these techniques (Ap-
pendix B.2.1). Another area of research involves approaches to integrating visual and textual
data (Appendix B.4.3), while another focuses on virtual reality (Appendix B.3.5).

Another key research topic is misinformation. One participant (Appendix B.1.5) proposes hy-
brid human-in-the-loop approaches to detect misinformation at scale, while another (Appendix B.3.1)
aims to leverage human intelligence for this purpose.

The formulation of real-world problems into mathematical representations—defined as models
consisting of decision variables, constraints, and objective functions—is another area of study.
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Applications include waste collection (Appendix B.1.2) and problems solvable using combinato-
rial optimization (Appendix B.2.2). One participant focuses specifically on performing efficient
inference (Appendix B.3.3).

Digital humanities is another research field that has emerged among course participants, specif-
ically focusing on intertextuality among literary works (Appendix B.1.4) and the use of the meta-
verse for educational purposes (Appendix B.4.1). Finally, another topic involves cellular-based
geolocation (Appendix B.2.3).

Figure 1. Word cloud of the research topics emerged during Activity 1.

Turning to each group discussion, the Marram/Kangaroo group members acknowledged
their shared background in computer science but agreed that additional domain-specific knowledge
is necessary to further develop their research topics (Appendix B.1.6).

The Warin/Wombat group members, similarly, acknowledged that their background relates
only to computer science and information engineering, despite their research spanning additional
topics, and that they lack domain-specific knowledge. They further highlighted that such a knowl-
edge gap becomes evident when collaborating with other scholars (Appendix B.2.5).

The Gurrborra/Koala group members, on the other hand, recognize differences in their
educational backgrounds and acknowledge that their research topics often deal with real-world
applications involving ethical concerns. Furthermore, their data often originate from people who
participate in their experiments, thus particular attention must be paid when processing them.
They also believe that a multidisciplinary team is needed to increase the quality of research
(Appendix B.3.6).

The Dulai Wurrung/Platypus group members, in their discussion, identified three factors
that impact their research: their own internal biases, personal values, and external expectations.
They believe that dealing with internal biases is the main challenge and propose being open-minded
and embracing constructive ideas to improve the quality of their research (Appendix B.4.7).
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In summary, most of the groups focused on discussing their educational backgrounds, the
importance of having domain-specific knowledge, and proposed ideas to improve their research
quality.

4 Activity 2: Keywords

This section summarizes the results of Activity 2. A handout for the activity is provided in
Appendix A.2, and the content created by each group is included in Appendix C.

4.1 Objective

The activity aimed to cluster keywords and terms that are highly important for understanding
participants’ research topics. In their groups, participants were asked to brainstorm ideas along
with key terms and refine them across three distinct steps (layers).

Initially, they were asked to propose terms and words significant to their research and com-
puter science-related topics and group them according to specific criteria, such as by topic or
shared issues (Layer 1: Gather and Curate). Next, they were tasked with identifying words that
might be misunderstood or have different meanings in technical and real-world contexts (Layer 2:
Scrutinize). Finally, the participants were asked to suggest tools and strategies to overcome such
misunderstandings (Layer 3: Translate).

4.2 Procedure

The participants brainstormed terms and words in an online collaborative workspace using Miro.6

Each group was given a digital board divided into three columns, one for each layer, where they
added their keywords using sticky notes. The activity took place in real-time, allowing each group
to see the sticky notes added by the others.

We reproduced each board in Appendix C. Sticky notes that belong to the same cluster share
a unique color across each group board. For the third layer, where participants often wrote short
texts instead of single words, we have consolidated these into keywords for clarity. We also report
the original texts, as generated by the participants, in the appendix. Below, we comment on the
keywords that emerged.

4.3 Outcomes

The Marram/Kangaroo group (Appendix B.1) identified six clusters of keywords. Among these,
five refer to issues shared across their research topics, while one relates with a specific research
field. Specifically, they point out that aspects such as credibility, ethics, equality, and privacy are
related to trust, and that reliability and fairness favor explainability. Openness is important to
support transparency, while quality control enforces the overall perception of safety. Additionally,
biases should be considered. A particular focus is on healthcare, intended as a human-centered
field of research. The group members argue that data regulations could support the notion of

6https://miro.com/
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safety. Additionally, educational content should generally be massively available, and models
should not be evaluated using results that have not been verified for quality.

Also the Warin/Wombat group (Appendix B.2) identified six clusters of keywords. The
group members focused solely on issues shared among their research topics, specifically empha-
sizing the need for fairness, explainability, impact, and anonymity. They also considered ethics
and trust essential for ensuring privacy and highlighted the need for control over algorithms.
Additionally, they explored the relationship between diversity, culture, and sustainability in re-
lation to transparency, as well as the connection between inclusion, equality, and accountability
in relation to safety. The group further elaborated on the theme of transparency, recommending
the avoidance of metaphors in describing tools and processes. They suggested that stakeholders
begin by discussing the project to reach a consensus, using examples to clarify their points and
incorporating a syllabus that provides simple, clear definitions.

The Gurrborra/Koala group (Appendix B.3), on the other hand, identified four clusters of
keywords focused on issues and topics shared among the members’ research areas. They empha-
sized the need to consider data completeness, as well as aggregation and generalization approaches
for computing metrics. Additionally, they identified four elements that influence the social impact
of their research: society, rewards, data availability, and general ethical concerns. They noted
that researcher behavior and expertise affect trust and consent. The group also highlighted the
importance of people and their biases, though they did not elaborate further. They discussed
tools and topics related to three of the four clusters identified. Specifically, researchers should
conduct meta-studies on data collection processes to assess their quality. Metrics should also be
defined to measure the social impact of new technologies and track changes in society over time.
Different levels and notions of trust and consent should be established, and tools enabling people
to access their data directly should be developed.

Finally, the five clusters of keywords identified by the Dulai Wurrung/Platypus group (Ap-
pendix B.4) all focused aspects shared by their research fields. They proposed the idea of family
and related values, noting that people’s backgrounds influence their biases. According to them,
friends and responsibility shape personal experiences, while teamwork and goals help set expec-
tations. They also mentioned the concept of culture without further elaboration and emphasized
the importance of being open-minded when discussing words that might be misunderstood. The
group further discussed four out of the five clusters of keywords. Most of their discussion centered
around the idea of building a translator so that even the most technical content can be understood
by everyone using unambiguous vocabulary. They argued that such a tool requires a semantic
summarizer capable of standardizing and simplifying complex and technical texts, as well as a
form of keyword segmentation.

The brainstorming of terms relevant to each group member’s research, along with an exam-
ination of potentially misunderstood or ambiguous words, followed by a discussion on tools and
strategies to address these issues, led to the emergence of several shared themes and ideas, as
shown in Figure 2. The word cloud includes many concepts associated with responsible AI, such
as Bias, Ethics, Fairness, Privacy, Explainability, Accountability, Credibility, and Trust. We can
also see concepts related to governance, evaluation, and impact, such as Impact, Social, Quality,
Control, Open, Metrics, and Data. Finally, there are keywords that are more domain-specific,
such as Healthcare, Education, and Truthfulness.
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Figure 2. Word cloud of the themes emerged during Activity 2.

5 Activities 3–5: Case Studies

This section summarizes the results of Activities 3-5. Their handouts are provided in Ap-
pendix A.3, Appendix A.4, and Appendix A.5, and the content created by each group is included
in Appendix D.

5.1 Objective

The participants were asked to design case studies on topics related to their research background
using mixed methods. They were then asked to reflect on fairness and diversity and outline ethical
considerations. This included examining the reasons behind their research, identifying potential
beneficiaries, and conducting risk management to address potential misuse of the research.

5.2 Procedure

Each group was allocated 10-15 minutes per session for the activities. During this time, group
members discussed the topics orally, with all groups working simultaneously. The group leader was
responsible for recording each consideration in a shared document using a predefined template.

More specifically, during Activity 3 (see Appendix A.3), each group developed at least one
case study. The participants were asked to define the overall problem, list the research questions,
formulate a positionality statement, and discuss the expected outcomes. After formulating the
case study, the participants engaged in a group discussion.

For Activity 4 (see Appendix A.4) and Activity 5 (see Appendix A.5), the groups were required
to further develop their case study. They resumed their oral discussions and expanded on the case
study template by addressing fairness, diversity, and ethical considerations. To stimulate the
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discussion on ethical considerations, participants were provided with a set of four questions to
explore further.

After the course, we sorted and reorganized the user-generated content based on the predefined
templates used to document each activity, with the goal of improving clarity and presentation.
Below, we summarize the topics of each case study and the outcomes of the group discussions.

5.3 Outcomes

The Marram/Kangaroo group addressed cancer diagnosis using AI approaches and their valida-
tion through crowdsourcing (Appendix D.1). The discussion focused on the ethical considerations
of using AI in cancer diagnosis and radiotherapy planning, emphasizing the protection of patient
privacy and the responsible use of medical data. It was noted that the combination of human
expertise and AI has the potential to significantly enhance cancer diagnostics and treatment if
properly managed.

The Warin/Wombat group addressed solutions for performing geolocation using radio sig-
nals (Appendix D.2). In their discussion, they acknowledged the usefulness of user-based studies,
as well as their scarcity, in validating the alignment of models and algorithms with real-world
needs. They also believe that integrating user feedback and expert validation would lead to more
robust and applicable outcomes.

The Gurrborra/Koala group discussed understanding the perception of and commitment to
longitudinal studies conducted on crowdsourcing platforms (Appendix D.3). They emphasized the
need to understand the barriers to conducting longitudinal studies on crowdsourcing platforms,
noting the absence of well-established guidelines for them. Fairer and better-designed studies will
improve outcomes for both participants and requesters of crowdsourced work.

The Dulai Wurrung/Platypus group focused on building a robust annotation tool for digital
pathology and an age-based conversational agent for healthcare applications (Appendix D.4).
They discussed using a conversational agent to manage communication across age groups, similar
to how physicians adjust their vocabulary for patients. The agent would adapt its interaction
style based on user preferences, using AI to enhance engagement, particularly for younger and
older users.

6 Course Survey

The final survey, comprising a total of 30 questions, was divided into four main categories (see
Appendix E for the entire questionnaire): demographics (4 questions), education, research back-
ground, and familiarity with course topics (9 questions), session and activities evaluation (11
questions), and course feedback (6 questions). Collecting such a variety of information is essential
to understanding the diversity of our participants pool and gauging pre-existing knowledge and
expertise.

Out of the 23 participants (Figure 3), 20 (86.96%) actively participated in the course activities
and 14 (60.87%) completed the survey. From now on we refer to participant as someone who
took the survey. Each participant took approximately 12 minutes to complete the questionnaire
(an average time of 12 minutes and 17 seconds, with a standard deviation of 7 minutes and 11
seconds).
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Figure 3. Group photo of the course participants (Dagstuhl style, but in Udine).

In the following sections, we report the summarized results of the survey.

6.1 Demographics

The 4 questions regarding demographic composition were designed to assess the diversity of par-
ticipants (e.g., gender, age groups, etc.).

Information regarding the gender of the participants was collected through close-ended ques-
tions, with options including “female”, “male”, “non-binary”, and “prefer not to say”. Out of the
14 participants, 11 (78.57%) identified as male, and 3 (21.43%) identified as female.

Regarding age groups, data were collected through close-ended questions, comprising different
age intervals from 18 to 64 years old. The options included 18–24, 25–34, 35–44, 45–54, 55–64,
and prefer not to say. Among the 14 participants, 5 (35.71%) were aged 18–24, and 9 (64.29%)
were aged 25–34.

Regarding country of origin, which was investigated through an open-ended question, 12 par-
ticipants (85.72%) were from Italy, 1 (7.14%) was from Morocco, and 1 (7.14%) was from Pakistan.

All participants knew English. Among other languages spoken, Italian was spoken by 13
participants (92.86%), and Friulan by 4 participants (28.57%). Further details on the languages
can be found in Figure 4.

6.2 Education, Research Background, and Familiarity with Course
Topics

The 6 questions regarding educational, research, and work background were designed to gauge
participants’ prior knowledge and expertise related to the course topics. The 3 questions, focused
on familiarity with course content, aimed to evaluate whether participants had prior experience
with conducting user studies (covered in Session 2) and with ethical and institutional review
boards (covered in Session 3).
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Figure 4. Languages spoken by course participants.

Additionally, the participants’ backgrounds in various computer science and AI-related topics
suggest that the methods proposed in the course (e.g., user studies, bias and fairness consid-
erations, etc.) address a wide range of subjects, extending beyond just information access and
fact-checking.

At the time the course was delivered (May 2024), 11 participants (78.57%) were PhD can-
didates, 2 participants (14.29%) were postdoctoral researchers, and 1 participant (7.14%) was a
research assistant. Among the PhD candidates, 1 participant (7.14%) was a visiting PhD student.

Out of the 11 PhD candidates, 7 (63.64%) were in their first year of the doctoral program, 3
(27.27%) were in their second year, and 1 (9.09%) was in their third year. Additionally, 2 stu-
dents (18.18% of the PhD candidates) were conducting their PhD in collaboration with industrial
partners.

Regarding the assessment of research fields, some participants indicated more than one field.
Out of the 14 participants, 8 (57.14%) indicated Machine Learning, 2 (14.29%) indicated In-
formation Retrieval, 2 (14.29%) indicated Human-Computer Interaction, 2 (14.29%) indicated
Optimization, 2 (14.29%) indicated Medical Imaging, and 1 (7.14%) indicated Formal Methods.
A visual representation is shown in Figure 5.

Machine
Learning

Information
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Human-
Computer
Interaction

Optimization Medical
Images

Formal
Methods
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100

Pa
rti

cip
an

ts
 (%

)

57.14%

14.29% 14.29% 14.29% 14.29% 7.14%

Figure 5. Research fields in which course participants are involved.

Regarding the assessment of Bachelor’s degrees, all 14 participants held a Bachelor’s degree,
and none reported holding more than one. Among them, 10 participants (71.43%) had a Bachelor’s
degree in Computer Science-related fields (e.g., Computer Science, Internet of Things, Big Data
& Web, and Web Technologies & Multimedia), 3 participants (21.43%) had a Bachelor’s degree in
Engineering-related fields (e.g., Electrical and Industrial Engineering), and 1 participant (7.14%)
had a Bachelor’s degree in Mathematics.
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Regarding the assessment of Master’s degrees, all 14 participants held a Master’s degree, and
none reported holding more than one. Among them, 11 participants (78.57%) had a Master’s
degree in Computer Science-related fields (e.g., Computer Science and Artificial Intelligence &
Cybersecurity), while the remaining 3 participants (21.43%) had a Master’s degree in Engineering-
related fields (e.g., Electrical and Industrial Engineering). All in all, the majority of participants
had a Computer Science-related background. Further details on the participants’ educational
backgrounds are shown in Figure 6.
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Figure 6. Distribution of course participants by degree and field of study.

Investigating work experience (i.e., any job conducted outside academia), 4 participants (28.57%)
reported having such experience. Among them, 2 participants (50% of those with work experi-
ence) reported having worked for 2 years or more, 1 participant (25%) reported 1 year of work
experience, and 1 participant (25%) did not specify the duration.

To assess participants’ experience with user studies, we asked if they had conducted any in the
past five years. Each participant selected one of the following options: 0 studies, 1–2 studies, 3–5
studies, or more than 5 studies. The majority of participants (9, or 64.29%) had never conducted
a user study, while 2 participants (14.29%) had conducted more than 5 user studies (Figure 7).

0 20 40 60 80 100
Participants (%)

User studies
in the last

5 years
64.29% 14.29% 7.14% 14.29%

0 1-2 3-5 More than 5

Figure 7. Number of user studies conducted by course participants over the past five years.

To assess participants’ experience with ethical and institutional review boards, we asked about
their familiarity with these subjects. Each participant had to choose one of the following options
to indicate their level of familiarity: “not familiar at all”, “slightly familiar”, “very familiar”, or
“extremely familiar”. Half of the participants revealed not having familiarity at all with human
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Figure 8. Familiarity level of course participants with ethical and institutional review board processes.

ethics approval processes (7 participants, 50%); considering the remaining participants, only a few
had consistent familiarity: 2 of them (14.29%) were very familiar and one of them (7.14%) was
extremely familiar (Figure 8).

To assess participants’ experience with ethical and institutional review boards, we asked about
their familiarity with these subjects. Each participant was asked to select one of the following op-
tions to indicate their level of familiarity: “not familiar at all”, “slightly familiar”, “very familiar”,
or “extremely familiar”.

Half of the participants (7 participants, 50%) reported having no familiarity with human ethics
approval processes. Among the remaining participants, only a few had substantial familiarity:
2 participants (14.29%) were very familiar, and 1 participant (7.14%) was extremely familiar
(Figure 8).

6.3 Sessions and Activities

The 11 questions about the evaluation of sessions and activities were designed to understand the
participants’ perceptions of each component of the course.

The participants’ perception was evaluated using Magnitude Estimation [Stevens, 1951, 1975].
Each participant was instructed to assign numbers greater than zero to reflect their perceived
scores. This approach establishes a ratio scale, enabling direct comparison of normalized values.

Figure 9 presents the normalized scores evaluating the sessions, distinguishing between overall
assessments and individual session evaluations. The overall sessions received a mean score of 0.76
(±0.32) with a median of 0.95, based on the normalized values. In contrast, individual sessions
were generally rated lower. Specifically, Session 1 had a mean score of 0.69 (±0.36) and a median
of 0.72; Session 2, 0.68 (±0.43) with a median of 1.00; Session 3, 0.48 (±0.42) with a median of
0.56; and Session 4, 0.57 (±0.44) with a median of 0.67.

Figure 10 presents the normalized scores evaluating the activities, distinguishing between the
overall assessment and individual activities. Overall, activities were appreciated less than sessions.
The overall activities received a mean score of 0.51 (±0.37) with a median of 0.52. Activity 1 had
a mean score of 0.65 (±0.35) and a median of 0.67; Activity 2, 0.49 (±0.38) with a median of
0.33; Activity 3, 0.42 (±0.43) with a median of 0.33; and Activity 4, 0.35 (±0.34) with a median
of 0.33.

6.4 Overall Course Feedback

The 6 questions regarding course feedback were designed to understand to what extent the par-
ticipants appreciated the course and to identify potential areas for improvement.
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Figure 9. Evaluation of each course session and the overall experience.
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Figure 10. Evaluation of each course activity and the overall experience.
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Figure 11. Opinion of course participants about whether the course met their expectations.

The expectations toward the course were assessed with a close-ended question using five levels,
ranging from “above” to “far below” expectations. Only 1 participant (7.14%) declared being
neutral about their expectations, and no participant reported negative expectations (see Figure 11
for details).

The likelihood of recommending the course to peers was assessed with a close-ended question
using a discrete scale from 1 to 10, where 10 represented the highest likelihood. As shown in
Figure 12, the majority of participants indicated they would recommend the course.

2 4 6 8 10
Score

Recommendation

Figure 12. Likelihood of course participants recommending the course to their peers.

The effectiveness of the course methods was assessed based on the following dimensions: quality
of instructional materials, quality of learning activities, use of technologies, and group activities.
These dimensions were evaluated using close-ended questions with responses ranging from “ex-
tremely ineffective” to “extremely effective”. For all dimensions, the majority of participants
agreed that they were effective. The only exceptions are as follows: In assessing the use of tech-
nologies, 1 participant (7.14%) reported it as somewhat ineffective. In the group activities, 1
participant (7.14%) reported it as extremely ineffective.

7 Conclusion

This paper describes the results of a teaching and learning activity to apply responsible AI concepts
in the context of information retrieval research.

The positive feedback received by the students highlights the benefits of the interactive ap-
proach in introducing concepts such as positionality, participatory research, fairness, diversity,
and ethics.

We believe that – complementing existing resources [Fröbe et al., 2024; Markov and de Rijke,
2019; Bauer et al., 2023]– the hands-on activities discussed in this paper can assist practitioners
and educators in the design of responsible AI content for information retrieval curriculum.
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Figure 13. Opinion of course participants about the effectiveness of the course methods.
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A Activity Handouts

This appendix presents the outlines of the five activities given to the course participants.

A.1 Activity 1 – Research Topic

1. Write a couple of sentences about a research topic you’re currently working on (e.g., your
PhD Thesis).

2. Reflect on how your identity as a scholar may influence the way you’re conducting the
research.

3. Discuss your reflection with your peers.
4. Draft a positionality statement relevant to your research.

A.2 Activity 2 – Keywords

1. Layer 1 – Gather and curate:

– Gather keywords, cluster and roughly organize them around themes, issues ... seman-
tically;

– Identify terms that carry the most tension, polysemy, are the most iconic or feel like
stars of the show... those with large affective valence and complex feels...

2. Layer 2 – Scrutinize:

– Nominate a set of landmine terms that generated tensions and uncertainty.
– Scrutinize: Why those words? Who speaks on their behalf? What are their interests?
What are the discontinuities between their technical or disciplinary and ordinary use?
Who is included or excluded through their use?

3. Layer 3 – Translate:

– How to we build inclusive dialogues around all this in contexts that will count?
– What kinds of tools and materials do we need to produce?
– What next steps do we want to take?

A.3 Activity 3 – Mixed Methods

1. Case Studies: Discuss and characterize with peers how your research could benefit from
participatory methods.

– What type of activities would you do?
– What would you expect to find out?

2. Write a summary of the discussion.
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A.4 Activity 4 – Fairness and Diversity

1. Discuss with your peers:

– The concept of fairness and diversity in our case studies.
– Evaluation in relation to the problem and the dimensions of effectiveness, diversity, and
fairness.

2. Write a summary of the discussion.

A.5 Activity 5 – Ethical Considerations

1. Discuss with your peers what are the benefits and risks of this type of research.

– Why is this research needed?
– Who benefits from it?
– What can go wrong?
– How do we manage risk?

2. Pick one of the case studies/research topics and discuss the ethical considerations.
3. Write a summary of the discussion.
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B Research Topics

This appendix presents the content provided by the participants in each group for Activity 1 (see
also Appendix A.1 and Section 3).

B.1 Group: Marram/Kangaroo

B.1.1 Artificial Intelligence and Data Analysis for Personalized Oncology (Mubashara
Rehman)

Abstract. For planning of radiotherapy treatments of head and neck cancers, a Computed To-
mography (CT) of the patients is usually employed. However, for head and neck cancer
patients, the quality of standard CT based on X-rays generated with kilo-Voltage tube po-
tentials is severely degraded by streak artifacts occurring in the presence of metallic implants
such as dental fillings. Some radiotherapy devices offer the possibility of acquiring Mega-
Voltage CT (MVCT) for daily patient setup verification which, because of the higher energy
of X-rays used, is almost completely free from artifacts and thus is more suitable for ra-
diotherapy treatment planning. We leverage the advantages of kVCT scans with those of
MVCT scans (artifact-free). We propose developing a deep learning-based approach capable
of generating artifact-free MVCT images from acquired kVCT images.

Positionality Statement. I did not have any previous academic and professional experience
in medical imaging, I studied Software Engineering and then worked in corporate as a
Project Manager and previously as a Quality Assurance officer. When I started my Ph.D.
on this topic, things were difficult initially, but eventually, with the help of our clinicians,
all ambiguities were clarified. I do not have any personal biases affecting my research at
all. Everything is going very well so far. However, the ethical concerns of medical data
availability and patients’ data privacy laws influence the research progress in the medical
domain.

B.1.2 Models and Algorithms for the Intelligent Management of Waste Collection
Through Fleets of Electric Vehicles (Francesco Taverna)

Abstract. Due to the increase in waste production and its impact from both an economic and
ecological point of view, the efficiency in waste collection has become a key aspect in the
transition toward the so-called smart green cities. The use of electric fleets can reduce the
ecological impact, but it also poses new challenges. The vehicle routing problem is a well-
known issue in the optimization framework, but its variant with electric vehicles brings two
new challenges: the driving range and long recharge times. This research project focuses on
optimizing the routes of electric vehicles using both exact and meta-heuristic approaches.

Positionality Statement. My background is more closely aligned with the theoretical aspects
of operations research; therefore, the results may lack insights from an operational context.
Specifically, I am not an expert on workers’ rights in waste collection.
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B.1.3 Machine Learning for Decision Support in Image Interpretation in Pathology
(Hafsa Akebli)

Abstract. Whole slide images (WSIs) provide detailed gigapixel data crucial for disease diagno-
sis in digital pathology. However, their analysis is time-consuming for pathologists. This
research applies deep learning, including convolutional neural networks (CNNs), vision trans-
formers, and graph neural networks, to assist in WSI analysis with a focus on disease pattern
detection. The study also aims to develop a generalized model capable of handling variations
in staining, magnification, and other differences in WSIs. By incorporating these techniques,
the research seeks to reduce the workload of pathologists, improve diagnostic accuracy, and
enhance patient outcomes.

Positionality Statemeent. As a PhD student with a generalist industrial engineering degree,
my training has equipped me with strong problem-solving and technical skills. My previ-
ous professional experience includes working as a supply chain controller and an operations
project manager, roles that enhanced my analytical and organizational capabilities. While
I do not have a background in the medical field and am not a specialist in deep learning,
I recognize the transformative potential of AI in healthcare, especially after witnessing the
challenges faced during the COVID-19 pandemic. I am motivated by the opportunity to
reduce false diagnoses, improve pathology workflows, and contribute to better patient out-
comes. Through my research, I aim to support advancements in digital pathology and foster
innovation in healthcare technology.

B.1.4 Computational Methods for Intertextuality (Alessandro Tremamunno)

Abstract. Intertextuality is a concept that involves exploring connections between literary works,
spanning from direct quotations to highly allusive references across varying scopes (from
quoting single sentences to entire works that reference previous ones, such as Joyce’s Ulysses
and Homer’s Odyssey). My research focuses on developing computational methods to create
tools for humanities researchers, enabling them to more effectively discover and analyze
intertextual connections.

Positionality Statement. My educational background is primarily scientific; I graduated from
a scientific high school and focused on AI during my Master’s degree. However, I also
studied humanistic subjects, which I have always been passionate about. Working in Digital
Humanities benefits from a predisposition towards humanistic subjects, yet a gap remains
between my background as a computer scientist and that of a humanist. Furthermore, my
specialization in Artificial Intelligence may sometimes lead me to exclusively consider AI
methods as viable options, potentially dismissing other approaches prematurely.

B.1.5 Hybrid-Human-In-The-Loop for Misinformation Detection (David La Bar-
bera)

Abstract. Developing techniques to combine NLP and crowdsourcing to deploy hybrid human-
in-the-loop systems capable of identifying misinformation at scale [La Barbera et al., 2022].
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Positionality Statement. As a computer scientist working in the field of misinformation detec-
tion using both NLP and crowdsourcing, I’m aware that my mental model can affect my
research. Specifically, I may lack awareness of how human biases subtly influence AI models
and the collected data, which can then be propagated and affect system performance and
results.

B.1.6 Summary of Group Discussion

The group discussion shows that we all have a computer science background and we lack domain-
specific knowledge of the data/ information that we are considering for our research. This can
become an obstacle when planning computationally-driven solutions for problems in fields of re-
search that extend beyond the realm of informatics.

B.2 Group: Warin/Wombat

B.2.1 Automatic Coding of Clinical Documents: Leveraging Symbolic and Sub-
Symbolic Approaches for Enhanced Interpretability and Explainability (Mihai
Horia Popescu)

Abstract. The healthcare industry is experiencing a rapid increase in medical data, driven by the
widespread use of electronic health records and applications generating continuous patient
data [Dash et al., 2019]. A significant portion of this data is unstructured, posing challenges
for effective utilization. Standardizing the meaning of such textual data is essential for
automated processing, decision-making, and the implementation of public health policies
[Raghupathi and Raghupathi, 2014]. This is typically achieved through the coding and
classification of medical text using standardized terminologies and classifications such as the
International Statistical Classification of Diseases and Related Health Problems (ICD).

Traditionally, medical coding has been performed manually by trained professionals, but
it is labor-intensive, time-consuming, and error-prone. To improve this process, two main
approaches have been used: symbolic techniques, which rely on logic and human-defined
rules for deterministic outcomes, and subsymbolic techniques, which use machine learning
and neural networks to handle large, noisy datasets and adaptively learn from data patterns
[Popescu et al., 2022a].

My research focuses on advancing the automation of clinical coding through both symbolic
and sub-symbolic techniques, with particular attention to enhancing the interpretability of
sub-symbolic methods. Specifically, I am working on the following topics:

• Developing rule-based systems for the automated selection of the Underlying Cause of
Death (UCOD) using classification-independent rules [Popescu et al., 2021].

• Exploring the coding of death certificates using sub-symbolic approaches by investigat-
ing various machine learning techniques to enhance UCOD selection [Della Mea et al.,
2020; Della Mea et al., 2020].

• Enhancing the interpretability and explainability of deep learning models to produce
more transparent models without sacrificing prediction accuracy, thereby enabling hu-
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man users to understand, trust, and effectively manage AI systems in clinical contexts
[Popescu et al., 2022b].

Positionality Statement. Working with experts in the statistical and medical domains presents
unique challenges in aligning on priorities for system implementation and improvement, par-
ticularly regarding the interpretability and explainability of results. As I focus on symbolic
and sub-symbolic techniques, I face the added complexity of developing a rule-based system
without extensive domain knowledge. Additionally, the explanations of the rules are often
tailored for medical practitioners and are incomplete, which complicates the translation into
terms comprehensible and actionable for a computer scientist.

B.2.2 Making Combinatorial Optimization Accessible: Real-world Applications, Tools,
Explainability, Replicability, and Comparability (Francesca Da Ros)

Abstract. Metaheuristics are high-level, problem-independent strategies designed to efficiently
explore search spaces and find near-optimal solutions [Blum and Roli, 2003]. Despite nu-
merous successful applications, metaheuristics face criticisms related to explainability, repli-
cability, and comparability [Swan et al., 2022; Sörensen, 2015]. My research aims to explore
and evaluate methods in the field of metaheuristics to enhance and ensure the transparency
of the search processes. My research is multifaceted and involves the following steps:

1. Analysis of real-world combinatorial optimization problems; my focus is on the Oven
Scheduling Problem, a recently introduced parallel batch scheduling problem [Lackner
et al., 2023].

2. Modeling the problem using a variety of algorithms, including Simulated Anneal-
ing [Kirkpatrick et al., 1983] and Large Neighborhood Search [Shaw, 1998].

3. Component-based analysis to examine problem-specific components and existing meta-
heuristics, with a focus on general algorithmic components.

4. Instance Space Analysis [Smith-Miles and Muñoz, 2023] and algorithm selection to
determine the most suitable algorithms for different instances.

5. Development of tools to enhance replicability and comparability of metaheuristics, using
C++ and Julia.

6. Application of Large Language Models in combinatorial optimization

Positionality Statement. Since my background is in information engineering and management
and my primary interest is in the algorithmic aspects of combinatorial optimization, I may
overlook application-specific details of the combinatorial optimization problem. For instance,
when defining the weights of the components of a cost function, I might tend to miss im-
portant details. Therefore, collaborating with experts in the application field is essential.

B.2.3 Cellular-based Geolocation (Alberto Marturano)

Abstract. Accurate and reliable positioning of a device is essential for numerous applications like
communications, emergency services, asset tracking, and vehicular navigation. While Global
Navigation Satellite Systems (GNSS) provide high accuracy in open-sky environments, their
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performance degrades significantly in challenging settings such as urban canyons or indoor
locations due to obstacles like buildings and walls that block or reflect GNSS signals. Conse-
quently, alternative positioning solutions are increasingly necessary. Geolocation of a device
using cellular signals is a valid alternative and can be achieved opportunistically through
various techniques such as fingerprinting and trilateration, enhanced by machine learning.
My research focuses on these techniques, aiming to improve the accuracy and reliability of
cellular-based geolocation methods in scenarios where GNSS is not available or reliable.

Positionality Statement. My research project is in collaboration with u-blox, a company spe-
cializing in semiconductor and module creation. Additionally, I am currently employed by
u-blox, which means there is both a theoretical academic interest and the practical objective
of creating something beneficial for the company. My background is in Computer Science,
and I have limited knowledge of the physical properties of digital signals and cellular proto-
cols.

B.2.4 Machine Learning and Deep Learning for Forestry and Agriculture (Mehdi
Fasihi)

Abstract. In my research, I apply AI to solve problems in forestry and agriculture. For instance,
my current project focuses on estimating carbon storage using remote sensing data.

Positionality Statement. I have extensive experience in software engineering, and currently,
there are no limitations to my work.

B.2.5 Summary of Group Discussion

The group has recognized a common challenge: its members hold degrees in computer science
and information engineering, and their research spans various domains such as formal methods,
natural language processing, and optimization. However, their projects often extend into specific
application domains (e.g., medical field, ancient languages) where specialized knowledge is lacking.
This knowledge gap becomes apparent when addressing field-specific issues and collaborating with
specialists from these sectors. Clear communication and explanation of specific terminology are
essential for effective collaboration, facilitating the bridging of expertise between computer science
and the requirements of other fields.

B.3 Group: Gurrborra/Koala

B.3.1 Leveraging Human Intelligence to Fight Misinformation (Michael Soprano)

Abstract. The spread of online misinformation has important effects on the stability of democ-
racy since the information that is consumed every day influences human decision-making
processes [Visser et al., 2020]. Understanding which information to trust is pivotal for the
whole society. Judging the truthfulness of the published information is a complex pro-
cess which involves several activities that have been traditionally performed by expert fact-
checkers, such as journalists. However, the sheer size of digital content on the web and
social media and the ability to immediately access and share it, among other factors, have
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made it difficult to perform timely fact-checking at scale. The rate at which such a problem
propagates continues to increase, largely aided by the increasing popularity of social media
platforms [Pennycook et al., 2021].

A different approach to deal with the misinformation spreading problem can be to rely on
the vast amount of people who consume information. A crowd of non-expert judges could
perform the fact-checking activity instead of the expert ones. Specifically, I am exploring
three distinct lines of research related to the topic of misinformation spreading:

1. Are human assessors able to detect and objectively categorize online (mis)information?
Can their judgment be compared and related to those of experts? What is the optimal
environment for obtaining the best results when judging information truthfulness? Can
a multidimensional notion of truthfulness be defined? [Soprano et al., 2024a; Roitero
et al., 2023a; Draws et al., 2022; Ceolin et al., 2022; Roitero et al., 2023b; Soprano
et al., 2021]

2. What is the impact of cognitive biases on human assessors when judging information
truthfulness? Is it possible to detect this kind of bias? Are there countermeasures to
mitigate their effects? Can a bias-aware judgment pipeline for fact-checking be defined?
[Soprano et al., 2024b]

3. Can the truthfulness judgments collected be leveraged using machine learning-based
approaches? Is it possible to develop an approach capable of predicting information
truthfulness while generating a natural language explanation to support the prediction
itself? Are machine-generated explanations useful for human assessors in enhancing
their judgment of the truthfulness of information items? [Brand et al., 2022]

Positionality Statement. My background has been rooted in computer science since secondary
school. Consequently, I feel that I may lack a deep understanding of human behavior,
beliefs, thoughts, and actions. I tend to focus more on systems and technical aspects rather
than broader processes. However, much of my work involves humans in processes, often
with significant financial implications, and my research can impact their lives. I believe I
currently lack an adequate “ethical toolkit” to fully address these challenges.

B.3.2 Quantum Machine Learning applications for Environment (Daniele Lizzio
Bosco)

Abstract. Deep Learning has revolutionized numerous fields, driving breakthroughs in image
recognition, natural language processing, and more. However, these advancements come at
a high cost, with training large models requiring vast computational resources and significant
resource consumption. A clear example is given by Large Language Models, which have a
tremendous cost in terms of energy [Desislavov et al., 2023], but also of water consumption
[Li et al., 2023].

Quantum Computing leverages the principles of quantum mechanics, such as superposition
and entanglement, to perform computations beyond the reach of classical systems. This
has given rise to Quantum Machine Learning, which integrates quantum algorithms with
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classical methods, aiming to reduce the computational cost of training and deploying AI
models by exploiting quantum advantages [Liu et al., 2024].

However, due to the current limitations of quantum hardware, practical applications remain
largely unexplored. My research focuses on using hybrid quantum-classical models compati-
ble with current and near-future quantum devices, investigating whether and how quantum
machine learning models can effectively address real-world challenges and provide tangible
advantages, both as in increased performances or in reduced computational costs.

Positionality Statement. Due to my technical background, I primarily focus on methods and
theoretical foundations rather than specific applications. Consequently, when trying to apply
a model to a specific task, I often lack domain-relevant information crucial for understanding
real-world problems and their implications.

B.3.3 Enhancing Inference Efficiency in Backbone Models: Optimizing Architecture
and Modules (Moritz Nottebaum)

Abstract. The goal is to increase efficiency in model inference through architectural or module
adaptations. Results are assessed based on the actual inference speed on common hardware,
relative to quantitative outcomes. Peak memory consumption serves as a secondary evalu-
ation criterion. In this regard, there is a special focus on backbone models and downstream
tasks utilizing these models, as efficiency insights in this domain have the greatest impact.

Positionality Statement. My work is directly related to improving tracking systems. Living
in a democratic environment with strong personal rights, I am not overly concerned about
being monitored by cameras, as this information cannot realistically be used to control or
harm me. However, in countries like China, where even crossing a red traffic light as a
pedestrian is tracked, advancements in tracking technology may leave a negative impression
and may not align with the goals researchers aim to achieve.

B.3.4 Breast Cancer Sub-Type Classification fromWhole Slide Images (WSI) (Muham-
mad Zaka-Ud-Din)

Abstract. Breast Cancer (BC) remains one of the leading causes of mortality among women
worldwide, posing a significant public health challenge [Ferlay et al., 2024]. However, this
concerning trend can be substantially mitigated through timely and accurate diagnosis.
Early diagnosis and precise delineation of affected areas are critical not only for understand-
ing the stage and subtype of the cancer but also for informing effective treatment strategies
[Wang, 2017]. In this context, the tasks of identifying affected areas, classifying the subtypes,
and segmenting the tumor area plays a pivotal role in providing physicians with the neces-
sary insights to devise tailored and effective treatment plans, ultimately improving patient
outcomes and survival rates.

Considering these facts, my PhD work is particularly focused on designing models to deal
with the issues in early diagnosis and relapse detection. The designing process of such model
considers the availability of computational resources and data diversity due to the diverse
data sources in the medical domain. In addition to these considerations in this research
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direction I always need to consider different ethical implications regarding data availability
and its use [Herington et al., 2023].

Positionality Statement. As a multi-disciplinary PhD researcher focusing on Computer Vi-
sion applications in different domains, I have significant advantages over many application-
focused computer scientists. This uniqueness of multi-disciplinary research allows me to
apply my computer skills across various domains of everyday life, including medical, indus-
try, remote sensing, biodiversity, and other industrial applications [Szeliski, 2022]. However,
as my current research is focused on computer vision applications in the medical domain,
ethical considerations regarding the availability of medical data impose potential limitations
on the application of computer vision in the medical field. As in the medical field, data an-
notation and the privacy of individuals contributing to data collection are paramount. Due
to privacy concerns, much of the data I work with cannot be shared or made publicly avail-
able, which limits peer validation and reuse. These practices are indispensable for fostering
trust in AI systems and advancing responsible innovation in sensitive fields like healthcare
[Herington et al., 2023].

B.3.5 Crowd simulation in Immersive Virtual Reality (iVR) (Massimiliano Pascoli)

Abstract. My research focuses on crowd simulation [Musse et al., 2021; Yang et al., 2020], a
field with applications in training and safety simulations, videogames, cultural heritage [Lim
et al., 2020], and more. Specifically, I explore the use of immersive Virtual Reality (iVR)
for realistic crowd simulations, particularly in emergency and safety training scenarios. iVR
allows us to recreate dangerous situations safely and present realistic stimuli to users, leverag-
ing its potential to study perception, user affect, and behavior in high-fidelity environments.
My PhD work is structured around three key areas that have to be considered combined
together for a robust crowd simulation framework: i) performance and model optimization,
ii) perception and behaviors, and iii) graphics and appearance. The first area focuses on
efficiently simulating large numbers of autonomous agents, while the second investigates the
psychological and perceptual aspects of how users interact with and are influenced by virtual
crowds. The third area aims to identify effective visual representations for diverse humanoid
agents. Additionally, I aim to apply these findings to real-world scenarios, bridging research
with practical implementations that have intrinsic ethical implications.

Positionality Statement. As a computer scientist working in the field of crowd simulation, I rec-
ognize the ethical responsibilities inherent in designing systems that aim to emulate human
behavior, including psychological and social dynamics, in virtual environments. My work,
which utilizes immersive Virtual Reality (iVR) to simulate crowd scenarios, particularly
for emergency and safety training, has significant implications for safety, human behavior
research, and the broader societal applications of AI technologies.

A key consideration in my research is the representation of human data. I often rely on
real-world data to create realistic simulations, which may inadvertently carry biases or fail
to represent the diverse populations my models aim to simulate comprehensively. For ex-
ample, much of the evaluation data I collect comes from university students aged 20-30, a
demographic not fully representative of the broader population. This limitation could lead
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to less generalizable models or inadvertently reinforce stereotypes or inaccuracies when ap-
plied to different cultural, demographic, or social contexts. I am committed to addressing
these challenges by being transparent about the limitations of my datasets and exploring
ways to include broader, more diverse data sources whenever feasible.

Furthermore, the privacy of individuals contributing to data collection is paramount. Due to
privacy concerns, much of the data I work with cannot be shared or made publicly available,
which limits peer validation and reuse. I strive to ensure that data is collected, stored,
and analyzed in a manner that respects privacy and adheres to ethical standards, including
anonymization and compliance with legal regulations such as GDPR. These practices are
essential not only for protecting individuals but also for maintaining trust in AI systems.

I also acknowledge that cultural and contextual factors significantly influence crowd behav-
iors, and my current simulations may reflect biases inherent to the social environments I
am most familiar with. For example, the social norms, movement patterns, and decision-
making processes of crowds in Western contexts may differ markedly from those in other
regions or cultures. This underscores the importance of adapting models to diverse popu-
lations and validating their applicability in different contexts to avoid reinforcing cultural
biases or misrepresentations.

In designing iVR simulations, I am mindful of their potential impact on users. These simu-
lations aim to recreate realistic and sometimes high-stress scenarios to study user behavior.
While this can provide valuable insights, it also raises ethical concerns about the psycho-
logical impact on participants, especially in scenarios involving emergencies or threats. I
strive to ensure that all studies are conducted with informed consent, clear debriefings, and
support for participants as needed.

Overall, I am committed to conducting my research in a manner that prioritizes inclusivity,
transparency, and respect for the individuals and communities it seeks to model and serve.
By explicitly acknowledging these ethical considerations and actively working to mitigate
them, I aim to contribute to the development of responsible AI systems that not only advance
technological capabilities but also respect and reflect the diversity and complexity of human
behaviors and societies.

B.3.6 Summary of Group Discussion

In our discussion, we realized that we come from different backgrounds, and that some of our
research topics are more connected to real-world applications with clear ethical implications (e.g.,
biases in data, privacy concerns, etc.), while others are more technical. Nonetheless, all of us
base our research on data that must be treated responsibly. This data originates from real-
world individuals and, in some cases, may also be sensitive or personal. Finally, we believe that
a multidisciplinary team is essential for improving the quality of research (due to the multiple
perspectives brought into the research process) and for better assessing ethical issues.
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B.4 Group: Dulai Wurrung/Platypus

B.4.1 An Edu-Metaverse Framework to Foster Knowledge Gain and Retention (Bi-
agio Tomasetig)

Abstract. In recent years, the metaverse has gained interest as a potential digital domain for
various applications, including education [Alfaisal et al., 2024]. Within this scope, Edu-
Metaverses are specifically designed for educational purposes [Wang et al., 2022]. These
systems offer an innovative learning process, allowing students to acquire knowledge at
their own pace and tailored to their needs. Effectively designing online shared virtual en-
vironments requires identifying critical factors influencing and balancing user experience,
engagement, and learning outcomes regarding knowledge gain and retention.

Positionality Statement. As educational institutions adopt new technologies, Edu-Metaverses
will contribute to formal and informal learning contexts. Therefore, I aim to investigate how
Edu-Metaverses can facilitate knowledge acquisition, improve learner engagement, and en-
hance long-term retention. These technologies can significantly enhance learning quality in
various environments, and Edu-Metaverses specifically address diverse learning needs while
promoting collaboration, creativity, and critical thinking [Wang et al., 2022]. Furthermore,
integrating Artificial Intelligence techniques into Edu-Metaverses can optimize content de-
livery, foster interactivity, and enhance the overall learning experience, making education
more impactful and accessible. They could contribute to a more inclusive and valuable
educational experience as essential tools for educators and learners.

From my side, it is crucial to research Edu-Metaverse systems through comprehensive eval-
uations and user testing that examine their impact on learners and educators. My research
evaluates various factors within these virtual environments, considering both the learner’s
and the teacher’s perspectives. These include usability, engagement, user experience, acces-
sibility, and educational outcomes for students, as well as teaching effectiveness, ease of use,
adaptability, and support for instructional strategies for educators. By testing my systems
with diverse user groups - including individuals of varying ages, cultural backgrounds, and
educational levels - I aim to check that the Edu-Metaverse is inclusive and effective for all
users. Also, I am committed to addressing these technologies’ ethical and social concerns,
such as privacy, equity of access, and the potential for over-reliance on digital environments.
These considerations are vital to fostering a responsible and equitable implementation of
Edu-Metaverses in education.

I envision the Edu-Metaverse as a transformative tool that, when designed thoughtfully and
implemented ethically, has the potential to revolutionize education. This resource could
empower teachers and learners, enrich education, foster inclusivity, and meet everyone’s
unique needs. As we look to the future, the Edu-Metaverse could become a necessary tool,
helping to create a more accessible, engaging, and effective educational landscape for future
generations.
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B.4.2 Data Structures for Storing and Working on Large Graphs for Genetic/Bio-
logical Data (Francesco Nascimben)

Abstract. Graphs can be used to represent and manipulate knowledge stemming from biology
(e.g. protein structures [Fasoulis et al., 2021], metabolic pathways [Rosselló and Valiente,
2004]) and genetics (e.g. genomic distance [Braga et al., 2022], pangenomes [Garrison et al.,
2023]): the relevance of this specific sub-field of graph theory keeps growing stronger, as
the amount of data and computational power available to computer scientists and biologists
increases. My research project aims to develop new techniques for efficiently dealing with
the above-mentioned data, either by developing new algorithms and data structures for
already established graph encodings of biological/genetic data or by defining entirely new
representations.

Positionality Statement. Being a computer scientist with somewhat of a mathematical back-
ground, I’m fascinated by the theoretical problems my research topic poses, encompassing
both graph theory and string compression (nucleotide strings being the standard for genome
representation). However, a number of practical issues related to biology and genomics must
also be taken into account to design efficient and robust techniques, such as errors occurring
during the sampling process (due to limitations of state-of-the-art tools, e.g. long read se-
quencing [Salmela et al., 2016]) or bias in the data itself (for instance, it is known that most
Genome-Wide Association Studies are currently ethnically biased towards people of Euro-
pean ancestry [Landry et al., 2018], thus not being adequately representative of mankind as
a whole). Constant dialogue with biologists and other experts in the field is thus required,
in order for my work to properly account for these issues.

B.4.3 Using Semantics for Vision-and-language Understanding (Alex Falcon)

Abstract. The main question in my research involves understanding how to link visual concepts
with textual ones. This affects how an automated tool interacts and understands the contents
of visual data (e.g. to generate descriptions of the visual contents [Xu et al., 2015], or rank
the data based on their relevance to a textual query [Dong et al., 2021]). While this problem
has been studied for several years now, there are still many shortcomings in existing solutions
[Wray et al., 2021]. Specifically, I’m working on how to use semantic nuances of text (e.g.
synonyms) to reduce the domain gap existing between the multiple modalities [Falcon et al.,
2024]. An expected outcome is to improve the understanding capabilities of multimodal
systems since, for instance, existing systems often neglect that two different yet equivalent
descriptions can both be important for the same video.

Positionality Statement. I have a CS background with a focus on AI and machine learning,
so it is common to analyze the data and based on that decide how to perform the modeling
and subsequent learning. However, data itself is typically the problem. The annotations
used in my field are typically created by non-expert humans (e.g., textual annotations are
either represented by descriptions of the visual contents provided by crowdsource workers
[Xu et al., 2016], by human-provided alt-text, or by automatically generated subtitles [Miech
et al., 2019]), resulting in descriptions that are often unrelated (think of philosophical quotes
in Instagram posts), incomplete, vague, and imprecise. While these represent biases and
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limitations out of my control (to some extent), there are other biases and limitations that are
due to the techniques developed in my research. First, by working on linguistic nuances, etc,
I’m assuming that the main problem in cross-modal understanding is strictly related to it.
Second, I’m by no means a linguist, so more often than not I’m relying on publicly available
tools which have their own biases to identify and deal with synonyms or hypo/hypernyms,
etc in the data. Third, while doing so, many other aspects of the data are neglected, e.g.
even when rephrasing a caption in multiple different ways, there are always aspects of the
video not initially present in the caption, and so neglected from there on.

B.4.4 Risk Association of Relapse for Distant Metastasis in Breast Cancer Patients
with the Immune Response of Primary and Axillary Tumor Using Digitized
Histopathological Images Analysis (Alessio Fiorin)

Abstract. The work aims to identify specific immune response patterns in primary tumor and
axillary lymph nodes that correlate with survival and relapse outcomes in breast cancer
patients [López et al., 2021, 2020; Liu et al., 2021]. The research leverages artificial intel-
ligence techniques to analyze immune biomarkers’ quantification, localization, morphology,
and functions extracted from digitized histopathological images.

Positionality Statement. I am a computer scientist specializing in artificial intelligence and
cybersecurity. While I do not have a background in histopathology and immunology, I
can bring a technical perspective. I enjoy collaborating with teams from diverse fields
since different points of view can lead to innovative and challenging projects. I am aware
of the difficulties regarding the communication issues that can arise in multidisciplinary
teams due to differences in terminology and expertise. To address this, I aim to develop
advanced skills in histopathological image analysis and facilitate and make more fluent work
in multidisciplinary teams to carry out projects helpful for people’s healthcare.

B.4.5 Artificial Intelligence for Decision Support in Pathology (Laura Rasotto)

Abstract. The main objective of the research project deals with the study of methodologies and
techniques for decision support in pathology [Perez-Lopez et al., 2024]. The development
of digital pathology [Omar et al., 2024], thanks to microscopy images and the most recent
gigabyte-sized Whole-Slide Images (WSI) [Jain et al., 2024], offers an opportunity to extract
richer insights from histological samples. This is made possible through advanced image
analysis techniques and the recent developments of deep learning [Försch et al., 2021; Moxley-
Wyles et al., 2020]. Thus, starting from an analysis of histopathological images and the
understanding of the various phases of the pathologists’ work [Hosseini et al., 2024], the goal
is not only to develop artificial intelligence systems and techniques that can carry out the
tasks of tissue segmentation and classification [Baroni et al., 2024], but also to develop a
methodology that can integrate image analysis models within pathology information systems.

Positionality Statement. My position as a computer scientist places me between new tech-
nologies and healthcare. Until now, my understanding of the real daily work of pathologists
and the challenges they encounter has been mainly obtained through literature reviews [van
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Diest et al., 2024]. In the future, I will collaborate with pathologists and colleagues who
are already familiar with this field. Hopefully, they will arrive from different backgrounds,
making it possible to share different points of view. Additionally, people and situations
that surround me, such as close friends diagnosed with cancer, give me the opportunity to
strongly believe in the importance of connecting my interests in computer science to the
medical field. Another important aspect is my commitment to raising awareness about the
importance of sharing medical data for research purposes. When I explain my work to others
outside the field, I emphasize how the availability of various and huge datasets is fundamen-
tal for the development of effective models in digital pathology. For now, I make an effort
to decrease the lack of knowledge of the people, highlighting the potential advantages of
responsibly sharing their medical data.

B.4.6 Conversational Agent AI-Based for Public Administration: Theory, Design,
Implementation, and Evaluation (Riccardo Lunardi)

Abstract. Conversational Agent AI-Based for Public Administration: Theory, Design, Imple-
mentation, and Evaluation The research explores the deployment of conversational agents
in online public administration services, with a focus on reducing the digital divide among
vulnerable populations, particularly older adults and individuals with disabilities. The study
primarly aims to enhance accessibility and usability in the healthcare sector [Garimella et al.,
2024], addressing barriers that limit equal access to essential services. There are existing
studies focused on similar goals within slightly different contexts [Lunardi and Coppola,
2024], such as improving accessibility in education [Khosrawi-Rad et al., 2022] and customer
services [Bavaresco et al., 2020]. Recognizing the potential biases in both human design
choices and the underlying machine learning models [Lunardi et al., 2024], special attention
will be given to identifying and mitigating these biases. Evaluation metrics, including us-
ability, task success rates, and user satisfaction, will ensure the agents provide meaningful
support to all users.

Positionality Statement. My research focuses on improving the accessibility of healthcare on-
line services through conversational agents, targeting vulnerable populations such as older
adults and individuals with disabilities. My personal experiences have shaped this focus:
I have observed challenges faced by older adults in navigating digital systems, particularly
within my family and my personal social contexts. These experiences have heightened my
sensitivity to their needs, potentially overlooking the challenges faced by others. By inte-
grating feedback from diverse perspectives and critically examining both human and model
biases, I aim to balance personal experiences with a rigorous, inclusive research methodology
that prioritizes equitable outcomes for all users.

B.4.7 Summary of Group Discussion

The group discussion highlighted three main factors that influence our research, i.e., internal
bias, external expectations, and personal values. We follow our values and beliefs, e.g., honesty,
creativity, integrity, respect, and ambition, in everyday life scenarios, as we do in our research.
The main challenge is dealing with our biases, which depend on our background, culture, and
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experiences. Sometimes, we feel conditioned by people close to us, like family, relatives, friends,
and colleagues. We should be open-minded and actively question our biases by listening to others’
perspectives. At the same time, we should embrace constructive ideas consistent with our ideals,
especially those promoting virtuous behavior.
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C Keywords

This appendix presents the content provided by the participants in each group for Activity 2 (see
also Appendix A.2 and Section 4).

C.1 Group: Marram/Kangaroo

Table 1. Keywords brainstormed by the members of the Marram (Kangaroo) group.

Layer 1: Gather and Curate Layer 2: Scrutinise Layer 3: Translate

Credibility Ethics Equality Trust Model Evaluation

Privacy Bias

Reliability Fairness Explainability

Open Transparency

Healthcare Human-centered Educational Content

Quality Control Safety Data Regulations

The texts provided for Layer 3 are summarized into keywords as follows:

• Model Evaluation: “Create limit cases and build instances that are evaluated with com-
pletely uncertain results”.

• Educational Content: “Educational content designed for widespread use”.
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C.2 Group: Warin/Wombat

Table 2. Keywords brainstormed by the members of the Warin (Wombat) group.

Layer 1: Gather and Curate Layer 2: Scrutinise Layer 3: Translate

Diversity Culture
Sustaina-
bility

Transparency Avoid Metaphors

Inclusion Equality
Account-
ability

Safety Explain With Examples

Fairness Explainability Syllabus

Impact Anonymity Shareholder Discussion

Ethics Trust Privacy

Control Algorithm

The texts provided for Layer 3 are summarized into keywords as follows:

• Avoid Methaphors: “Avoid using metaphors, as they could be used to justify the mathe-
matical or computational processes”.

• Explain with Examples: “Explain with examples and images, as they are easily under-
standable”.

• Syllabus: “A syllabus with simple, clear definitions to establish a shared point of view”.
• Shareholder Discussion: “As a first step, the project shareholders should discuss and
reach an agreement, sharing their points of view”.
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C.3 Group: Gurrborra/Koala

Table 3. Keywords brainstormed by the members of the Gurborra (Koala) group.

Layer 1: Gather and Curate Layer 2: Scrutinise Layer 3: Translate

Aggrega-
tion

Data
Complete-

ness

Generali-
zation

Metrics Meta-studies Quality

Society Reward
Ethical
Concerns

Social Impact

Metrics Social Impact

Data Availability

Behavior Expertise Trust Consent Trust Consent Levels

People Bias Tools Data Access

The texts provided for Layer 3 are summarized into keywords as follows:

• Meta-studies Quality: “Meta-studies on how data is collected to assess its quality.”
• Metrics Social Impact: “We need actual metrics to measure the social impacts of tech-
nology in both the short and long terms, as social changes can occur rapidly and persist for
extended periods.”

• Trust Consent Levels: “Different levels of trust and consent must be defined: legal, pro-
fessional, ethical, etc.”

• Tools Data Access: “Tools that allow people to have direct access to the data they provide
or that is being used by researchers.”
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C.4 Group: Dulai Wurrung/Platypus

Table 4. Keywords brainstormed by the members of the Duali Wurrung (Platypus) group.

Layer 1: Gather and Curate Layer 2: Scrutinise Layer 3: Translate

Background Bias Universal Translator

Family Values

Friends Responsibility Personal Experience Semantic Summarized

Teamwork Goals Expectations

Open-minded Translator Tool

Culture Keyword Segmentation

The texts provided for Layer 3 are summarized into keywords as follows:

• Universal Translator: “The implementation of a universal background translator (a prac-
tical application of the Feynman method), where technical or specialized information is
transformed using vocabulary from the universal background language, so that even the
most technical concepts can be understood by everyone through unambiguous terminology”.

• Semantic Summarizer: “A semantic summarizer that can standardize and simplify a com-
plex and technical text”.

• Translator Tool: “Background translation tool – a universal background tool”.
• Keyword Segmentation: “An application that, given an input (text or speech-to-text), seg-
ments keywords and, on hover, provides explanations (definitions, related keywords, etc.),
not necessarily using terminology from other fields”.
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D Case Studies

This appendix presents the content provided by the participants in each group for Activities 3–5
(see also Appendix A.3, Appendix A.4, Appendix A.5, and Section 5).

D.1 Diagnosis of Cancer and Enhancing Radiotherapy Treatment: A
Deep Learning Approach (Group: Marram/Kangaroo )

Aim. Using AI tools for detecting instances of cancer from CT scans and the subsequent use of
crowdsourcing as a means to check the reliability of these results.

Problem Statement. For planning radiotherapy treatments for head and neck cancers, we have
datasets from the XYZ Cancer Research Institute, Kilo-Voltage CT (KVCT), and Mega-
Voltage CT (MVCT). In head and neck cancer patients, the quality of standard CT images,
based on X-rays generated with kilo-voltage tube potentials, is significantly degraded by
streak artifacts caused by metallic implants such as dental fillings. Some radiotherapy devices
provide the capability to acquire MVCT scans for daily patient setup verification. Due to
the higher energy of the X-rays used in MVCT, these scans are almost entirely free from
artifacts, making them more suitable for radiotherapy treatment planning.

The CT dataset is processed using advanced computer vision AI tools. During this stage,
parameters such as color, resolution, and size are normalized and optimized. The processed
CT images are then divided into slices or patches, which serve as inputs for deep learning
models, including Convolutional Neural Networks (CNNs) and Transformers. These models
are trained on ground truth labels representing cancer tumor grades to predict the labels of
the test data.

After labeling the CT dataset, expert pathologists review the AI predictions within a highly
trained crowdsourcing framework. This step ensures accuracy and reliability by providing a
double-check mechanism conducted by experienced professionals.

Research Questions.

RQ1 To what extent are metal artifacts effectively removed from the dataset, and how does
their removal impact the performance of subsequent models?

RQ2 What methodologies does AI employ to process CT images, and how efficient is it in
detecting and grading cancer tumors?

RQ3 How does AI’s performance in detecting and grading cancer tumors compare to that
of human experts, and how is this performance perceived by medical professionals?

RQ4 What limitations and challenges does AI face in processing CT images and detecting
cancer tumors?

RQ5 How do variations in preprocessing steps (e.g., normalization, resolution optimization)
affect the accuracy and reliability of AI predictions?

RQ6 What are the implications of using crowdsourced expert validation for enhancing the
reliability of AI predictions in cancer diagnosis?
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Methodologies. To comprehensively address our problem statement, we employed three distinct
methodologies, each tailored to a specific stage of the research:

1. Leveraging clinicians’ expertise and Artificial Intelligence (AI) for denoising and re-
moving metal artifacts from the dataset.

2. Utilizing deep learning tools for cancer cell detection.
3. Applying crowdsourcing techniques to verify the obtained results.

Positionality Statement. Our background is in computer science, and we lack direct medical
expertise. Thus, our evaluation metrics for each of the three steps involved may need input
from additional perspectives to help us define more qualitative measures to evaluate the
outcomes. Our constraints include medical data quality and availability, computational
resources, and model generalization. In addition to these, patient privacy and consent are
crucial, as safeguarding patient privacy and obtaining informed consent for the use of medical
data in research and AI model development are essential but challenging tasks.

Expected Outcomes. These multi-faceted methodologies combine the strengths of human ex-
pertise and advanced AI techniques, ensuring robust and reliable outcomes throughout the
research process.

Fairness. For this case study, imbalanced datasets present the biggest challenge. This imbalance
could introduce bias into the results. Therefore, the proportion of the artifact dataset in
the training set must be equal to that of the clean dataset. If this is not possible, loss
functions such as the Focal Loss Function can be used to mitigate the imbalance in the
training dataset.

Diversity. In the mentioned case study, diversity includes variations in modality and in the region
of interest. For our research to be unbiased, the AI model needs to be generalized.

Ethical Considerations.

– Why is this research needed? To enable early and accurate diagnosis of cancer cells.
– Who benefits from it? Patients through faster prognosis and better radiotherapy plan-
ning.

– What can go wrong? Potential misdiagnosis or reliance on biased data.
– How do we manage risk? Establishing robust validation and monitoring protocols.

Summary of Group Discussion

The core of the discussion revolved around the ethical considerations of using AI in cancer diagnosis
and radiotherapy planning, mainly the safeguard of patient privacy, and ensuring responsible use
of medical data. Validation of AI predictions by expert pathologists through crowdsourcing was
recognized as essential for reliability. The discussion also addressed challenges in fairness and
diversity, such as the presence of biases in imbalanced datasets, and the importance of providing
patient data from different social as well as ethnic backgrounds. Nevertheless, the combination of
human expertise and AI innovation can significantly enhance cancer diagnostics and treatment, if
the challenges previously outlined can be properly addressed.
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D.2 Geolocation Based on Radio Signals (Group: Warin/Wombat )

Aim. The goal is to clearly and effectively communicate the accuracy of the estimated position
provided by a geolocation system.

Problem Statement. Many optimal solutions in the literature do not adequately address the
issue of communicating geolocation accuracy. Displaying accuracy as a percentage can be
confusing for users, and the concept of confidence in precision is often misunderstood. For
instance, stating that “you are within 100 meters (estimated error) with 85% confidence
(probability)” can be unclear.

Research Question.

RQ1 What are the best methods to communicate accuracy in geolocation effectively?

Methodologies. Provide participants with multiple representations of the same accuracy and
ask them to evaluate and rank these representations based on their clarity and effectiveness
in conveying the information. Additionally, provide participants with a specific metric,
visualization, KPI, or other relevant measure, and ask them to interpret the information.

Positionality Statement.

– All authors have a background in computer science or information engineering.
– One author works in the geolocation services field.

Expected Outcomes.

– Users may prefer highly precise information on either confidence or range, but they
may struggle to balance the trade-off between the two aspects.

– We aim to gain a better understanding of how users interpret geolocation accuracy
data and identify the most effective and usable ways to represent this information.
This should lead to improvements in how such data is communicated, making it more
accessible and understandable for users.

Fairness.

– Ensure that the accuracy and confidence data are reliable, unbiased, and free from
outliers that could introduce errors in both position and error estimation.

– Continuously use user feedback to enhance the reliability of error estimation procedures.

Diversity.

– Offer users multiple confidence interval options, allowing them to select the most ap-
propriate one for their specific use case, rather than relying on a single, fixed confidence
level.

– Enable users to set a threshold for the maximum acceptable uncertainty value for a
given confidence level.
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Ethical Considerations.

– Why is this research needed? Current solutions for communicating geolocation accuracy
are suboptimal. As technology advances, research should keep pace to ensure usability
and effectiveness.

– Who benefits from it? Anyone involved in creating or improving geolocation systems,
as well as researchers working on these systems and end-users who rely on accurate and
understandable geolocation information.

– What can go wrong? Misuse of positional information (e.g., stalking) or the perpetra-
tion of industrial espionage by selling relevant data (e.g., information about product
tracking).

– How do we manage risk? Implement controlled access to geolocation systems and
ensure user anonymity to protect against misuse of positional data.

Summary of Group Discussion

In our field, user-based studies are quite rare. However, we recognize their potential value. En-
gaging with users can facilitate the validation of our results, bridging the gap between technical
research and practical application. This process provides insights that ensure our models and
algorithms align with real-world needs. Moreover, collaboration helps present the final results in
a more comprehensible and relevant manner.

Overall, by integrating user feedback and expert validation, we can achieve more robust and
applicable outcomes in our research.

D.3 Longitudinal Studies Conducted on Crowdsourcing Platforms (Group:

Gurrborra/Koala )

Aim. Understanding the barriers to running longitudinal studies on crowdsourcing platforms.

Problem Statement. Crowdsourcing tasks are commonly used to gather a large volume of hu-
man labels efficiently. Some tasks are single-use, performed only once by workers, while
others involve repeated participation, known as longitudinal studies. Despite their frequent
use in crowdsourcing, there is limited understanding of the factors that affect worker partic-
ipation in such studies across various crowdsourcing platforms.

Research Questions.

RQ1 What is the current perception of workers regarding longitudinal studies on commercial
micro-task crowdsourcing platforms? How have their past experiences been, and what
are their views on participating and committing to future studies? What characteristics
do they prefer in a longitudinal study?

RQ2 What recommendations should researchers and practitioners follow when designing and
conducting longitudinal studies on commercial micro-task crowdsourcing platforms?

RQ3 What best practices should commercial micro-task crowdsourcing platforms adopt to
effectively support and improve the conduct of longitudinal studies?
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Methodologies. The study will involve a mixed methods approach, combining both qualitative
and quantitative techniques to provide a comprehensive analysis of participants’ experiences.
The methodology will include a survey, consisting of both open-ended and closed-ended
questions. The open-ended questions aim to gather qualitative data, allowing participants
to share their thoughts, feelings, and insights in their own words. This data will be analyzed
qualitatively to identify recurring themes and patterns. The closed-ended questions, on
the other hand, will collect quantitative data, offering measurable insights into participants’
views and experiences. These responses will be analyzed using statistical methods to uncover
trends and relationships across the sample.

Positionality Statement. This research aims to enhance participants’ experiences in these stud-
ies by providing useful guidelines, considerations, and evidence for those who design and
publish them.

Expected Outcomes. Recommendations and best practices for enhancing the design and ex-
ecution of longitudinal studies on crowdsourcing platforms. These insights will focus on
improving worker participation, increasing engagement over time, and fostering long-term
commitment, with the goal of optimizing the overall effectiveness and sustainability of such
studies.

Fairness.

– Double-check the desirable properties of the metrics used in the study, including an
analysis of how the study’s metrics align with these properties and comparing them
against user satisfaction (e.g., through a pilot test).

– Ensure fair compensation for contributions, such as consistent hourly payments or
rewarding rates, maintained throughout the duration of the entire study.

Diversity.

– Filters, statistical constraints, and sampling methods embedded in the crowdsourcing
platform to ensure diversity.

Ethical Considerations.

– Why is this research needed? This research is necessary because there are currently no
well-established guidelines, recommendations, or best practices for conducting longitu-
dinal studies on crowdsourcing platforms.

– Who will benefit from it? People from around the world who are recruited on platforms
will benefit from the formulation of fairer, well-designed longitudinal studies, as these
studies require long-term commitment and effort. Additionally, those who design these
studies will gain a broader understanding of workers’ needs, fears, and expectations.

– What can go wrong? The risk is that we may develop an inaccurate perception of
longitudinal studies on crowdsourcing platforms, especially if we recruit a sample that
is too narrow or lacks sufficient diversity to extract statistically significant insights.
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– How do we manage risk? We will manage this risk by replicating the study at a
later time, possibly multiple times. If we find that the responses from different groups
of individuals remain consistent, we will be able to confidently argue that we have
accurately framed the perception of longitudinal studies.

Summary of Group Discussion

Research on the perception of longitudinal studies is necessary, as no standard guidelines currently
exist for conducting such studies on crowdsourcing platforms. Fairer and better-designed studies
will benefit global participants and provide researchers and businesses with valuable insights into
workers’ needs and user confidence. However, there is a risk of recruiting a non-diverse sample,
which could lead to inaccurate perceptions. To mitigate this risk, the study will be repeated
multiple times to ensure consistency and validity in the findings.

D.4 Age-based Conversational Agent For Healthcare Applications (Group:

Dulai Wurrung/Platypus )

Aim. To present and interact with health applications using a conversational agent in an effective
way for all ages.

Problem Statement. Digital healthcare applications are becoming indispensable in delivering
medical services, yet their usability often falls short of engaging diverse age groups. Younger
users may favor interactive and fast-paced interfaces, while older adults may face barriers
due to unfamiliarity with technology or accessibility issues. This disparity in engagement can
reduce the overall effectiveness of healthcare tools. To address this challenge, an age-based
conversational agent is proposed to provide adaptive, personalized interactions tailored to the
needs and preferences of users of different age groups, integrating a gamified user experience.
The aim is to make healthcare information accessible, reliable, and engaging for all, while
fostering trust and usability.

Research Questions.

RQ1 How to present content to different age groups?
RQ2 How to adapt the content to the age group e.g. terms used, pacing, mental load?
RQ3 How to balance adaptability with healthcare communication reliability?
RQ4 How to control the veracity of responses generated by the tool?
RQ5 How to analyze the risk in answering a specific question (e.g. related to life-or-death

situations) and decide whether the tool should answer or not?
RQ6 How to evaluate the system to determine its real-world utility?
RQ7 Which AI models to use? Is it better to use a LLM or to use a domain-specific model?

Methodologies. Our methodology will be based on a user-centric design, conducting in-person
questionnaires and performing different user testing in real-world scenarios. We will use
ML/DL models both to analyze the input question and other eventual input data, and to
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predict user preferences and adjust interaction styles dynamically, e.g., varying the termi-
nology used, adding voice modulation, using different models or LLMs. We will evaluate
the system via qualitative and quantitative metrics, i.e., engagement, user satisfaction, us-
ability and user experience (qualitative evaluation through user questionnaires), robustness,
faithfulness, relevance of the answer to the input question (quantitative models metrics).

Positionality Statement. We are researchers with varied backgrounds coming from computer
science, and this background leads us to develop and evaluate the system by solely focusing
on objective metrics. We acknowledge that there are age-related differences in technology
adoption and preferences, and we would like to bridge-the-gap via a technological solution.
Our technical background coupled with a lack of knowledge in diverse professional fields
including medical and psychological is severely limiting, possibly leading to a lack of empathy
when communicating with the user. Therefore, this could greatly affect how we develop and
evaluate both the conversational agent and the questionnaires.

Expected Outcomes. A conversational agent that can adapt its way to present content based
on the kind of input it receives to different age groups.

Fairness. The conversational agent should be able to adapt to different age ranges. Thus, fairness
is given by providing each user with the same information but with a different presentation
strategy to improve the experience of the user and make the experience more engaging. To
build a framework like that, we should collect user preferences about content presentations
(e.g. vocal types, tone intensity, slang). So, we are able to build types of presentation
modalities in order to optimize the conversation in an age-oriented way.

Diversity. We would like to create an inclusive conversational agent that meets the needs of users
from various cultural, linguistic, and physical backgrounds. This includes incorporating i)
multiple language support, ii) cultural sensitivity to local idioms, expressions and culturally
relevant contents, and iii) accessibility features (e.g., text-to-speech for visually impaired
users, visual cues, caption, sign language options for hearing impaired users, or simplified
language for non-native speakers). The system will use age-sensitive presentation strategies,
e.g., playful tones, formal, empathetic.

Ethical Considerations. – Why is this research needed? Because the type of communication
between people of different ages varies, as communication can be more or less expressive
and with age-dependent terms.

– Who Benefit from it? People with illnesses who do not have access to the expertise of
specialists in a certain period of time. Also, the general public can access its personal
health portfolio.

– What can go wrong? It may happen that the conversational model misinterprets the
user’s queries due to the different types of dialogue. In addition, there may be biases
due to the data used to train the conversational model. Subsequently, errors might
occur in the responses of the conversational model, e.g. due to hallucination issues.
For this reason, responses could be provided with references from research articles.

– How do we manage risk? The conversational agent bases its replies from the knowledge
on the data used to train it, so it will be important to hide personal information via
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data anonymization. Companies might also use the built models/solutions so we need
a way to certify the AI models through data certification and a standardized protocol
validation. Regarding the data, we need the patients’ consent; they have to know that
their data is used only for specific purposes explicitly agreed by the patient (e.g. only
within the conversation and not used to increase the knowledge of the conversational
model). The data should be stored and shared using secure databases with the best
cybersecurity standards in order to reduce the probability of data leakage or data theft.
Also, there should be a data protection regulation and agreement (like the GDPR)
among stakeholders in order to assure data quality and privacy protection and avoid
data misuse of the exchanged data.

D.4.1 Summary of Group Discussion

The group had an interesting discussion about using a conversational agent to manage commu-
nication between people of different ages, noting that this issue mirrors the challenges faced by
physicians who adjust their vocabulary based on the patient. The agent would adapt its interac-
tion style to user preferences, using AI models to personalize experiences and improve engagement,
particularly for younger and older users, and adapting to user preferences. Key challenges include
balancing adaptability with communication reliability, ensuring accuracy in critical situations,
and evaluating system effectiveness. The agent will prioritize fairness by personalizing content
without altering core information and incorporating multilingual support and accessibility fea-
tures. Ethical considerations include data privacy, user consent, and ensuring accurate, reliable
responses.
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E Course Survey

This appendix provides the survey used to gather demographic information about the participants
(questions 1–4), insights into their educational background and previous experiences (questions
5–13), evaluation of sessions and activities (questions 14–24), and general feedback about the
overall course (questions 25–30).

The questions are shown in the order they were presented to the participants. The text of
each question is in italics, the expected answer type is in normal font, and additional details are
in monospaced font.

Demographic Information

1: Age group (closed-ended, radio button)

– 18–25
– 26–34
– 35–44
– 45–54
– 55–64
– Prefer not to say

2: Gender (closed-ended, radio button)

– Female
– Male
– Non-binary
– Prefer not to say

3: Country of origin (textual field)

– Non-empty text

4: Languages you speak (closed-ended, checkbox)

– Italian
– English
– Arabic
– Spanish
– Friulan
– German
– Portuguese
– Japanese
– French
– Russian
– Chinese
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– Romanian
– Other (please specify)

Studies and Experiences

5: Research field (closed-ended, checkbox)

– Human-computer Interaction
– Information Retrieval
– Machine Learning
– Optimization
– Formal Methods
– Other (please, specify)

6: Which Year of your PhD you are currently in: (closed-ended, radio button)

– Year 1
– Year 2
– Year 3
– Other (please, specify)

7: Are you a visiting student at University of Udine? (closed-ended, radio button)

– Yes
– No

8: Are you doing a PhD with industry? (closed-ended, radio button)

– Yes
– No

9: Master’s degree in: (textual field)

– Non-empty text

10: Bachelor’s degree in: (textual field)

– Non-empty text

11: Do you have any work experience? If so, indicate number of years, role, etc.: (textual field)

– Non-empty text

12: How many user studies have you conducted in the past 5 years? (closed-ended, radio

button)
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– 0
– 1–2
– 3–5
– More than 5

13: How familiar are you with the institutional/ethical review board (IRB) review process? (closed-ended,
radio button)

– Not familiar at all
– Slightly familiar
– Moderately familiar
– Very familiar
– Extremely familiar

Sessions and Activities

In this section, we present the instructions given to participants on how to answer questions 14–24
and their formulations.

Instructions

For each of the following questions, please provide a numerical rating to indicate your evaluation.
You may use any numbers that seem appropriate to you – whole numbers, fractions, or decimals.
However, you may not use negative numbers or zero.

Don’t worry about running out of numbers – there will always be a larger number than the
largest you use, and a smaller number than the smallest you use.

Try to judge each aspect in relation to the previous ones. For example, if you feel as half as
satisfied with the current aspect of the course as with the previous one, then assign a score that
is half of your previously assigned score.

Questions

14: How would you rate the overall course experience?

15: How would your rate Session 1 – Responsible AI: A Multidisciplinary Problem – How Can We
Contribute?

16: How would your rate Session 2 – Mixed Methods for Designing and Evaluating Presentation
Strategies for Fact-checked Content?

17: How would your rate Session 3 – Fairness and Diversity: Two Sides of the Same Coin?

18: How would your rate Session 4 – Characterizing Information Processing Activities with Phys-
iological Signals from Multiple Wearable Devices?

19: How would you rate the group activities overall?
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20: How would you rate Activity 1 – Positionality?

21: How would you rate Activity 2 – Keywords?

22: How would you rate Activity 3 – Case Studies for Mixed Methods?

23: How would you rate Activity 4 – Fairness and Diversity?

24: How would you rate Activity 5 – Ethical Considerations?

Course Feedback

25: How likely are you to recommend this course to other PhD students or colleagues? (closed-ended,
buttons)

– 1 (Not at all likely)
– 2
– 3
– 4
– 5
– 6
– 7
– 8
– 9
– 10 (Extremely likely)

26: How effective were the following aspects regards to your experience in this course? (closed-ended,
buttons)

Instructional materials used in this course

– Extremely ineffective
– Somewhat ineffective
– Neutral
– Somewhat effective
– Extremely effective

Learning activities used in this course

– Extremely ineffective
– Somewhat ineffective
– Neutral
– Somewhat effective
– Extremely effective

Use of technologies in the class
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– Extremely ineffective
– Somewhat ineffective
– Neutral
– Somewhat effective
– Extremely effective

Group activities organized after the class

– Extremely ineffective
– Somewhat ineffective
– Neutral
– Somewhat effective
– Extremely effective

27: Did the course meet your expectation? (closed-ended, radio button)

– No – Far Below Expectations
– No – Below Expectations
– Not Sure
– Yes – Met Expectations
– Yes – Above Expectations

28: Describe what you liked the most from this course (textual field)

– Non-empty text

29: Describe what you liked the least from this course (textual field)

– Non-empty text

30: Any additional comments? (textual field)

– Non-empty text
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