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Abstract
While the concept of responsible AI is becoming more and more
popular, practitioners and researchers may often struggle to char-
acterize responsible practices in their own work. Using a hands-on
approach – where participants are invited to discuss terminology
from their own perspectives – this tutorial aims to illustrate the
application of responsible practices in Information Retrieval (IR).
Using case studies based on existing IR research, the tutorial will
explore responsible AI concepts such as positionality, participatory
research, fairness, diversity, and ethics.

CCS Concepts
• Information systems→ Users and interactive retrieval.
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1 Proposed Title and Format
The title of the proposed tutorial is:

Responsible AI from the Lens of an Information Re-
trieval Researcher: A Hands-On Tutorial

I am proposing a half-day tutorial.

2 Motivation
The rapid advancement of Artificial Intelligence (AI) has brought
immense benefits across numerous domains, but it is also well-
known that it raises important challenges in terms of ethical and
responsible practices in the development, application, and use of
these technologies.

The concept of responsible practices in conducting Information
Retrieval research (IR) is not new [2, 5, 9]. However, given the mul-
tidisciplinary nature of the challenges faced in responsible AI and
IR (e.g., defining and measuring fairness in a ranking), it is often not
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straightforward to advance knowledge in this area. In the last few
years, I had the opportunity to work in different multidisciplinary
teams – including, in addition to computer scientists, experts with
a background in media and communication, fact-checking, psychol-
ogy, and law – to address problems related to responsible AI in
the context of information access systems – in particular, infor-
mation retrieval and conversational information-seeking systems.
In this tutorial, I will share my experience on these specific areas,
discussing the problems faced and the solutions adopted.

I propose to start the tutorial by facilitating a reflective/positioning
activity where participants can discuss different keywords related to
responsible AI and information access (e.g., “fairness”, “bias”, “diver-
sity”, “search engine”, “recommender system”, “fact-checking”, “fake
news”, “echo chambers”, “filter bubbles”). Then, through a blend of
existing findings and emerging avenues, we will characterize the
benefits (the “good”), challenges (“the bad”), and the opportunities
(the “unknown”) that we faced while advancing knowledge in spe-
cific information access tasks including presentation strategies for
fact-checked content, fairness-aware rankings via search results
diversification, characterizing information processing activities via
physiological signals, among others.

A longer version of this proposed tutorial has been delivered
as a 10-hour course to more than 20 students enrolled in the AI
PhD program at the University of Udine (Italy) [17]. Anonymous
student feedback from a survey with 14 responses reflects high
satisfaction (8.64/10 average rating) and positive comments, e.g.,
“I totally enjoyed the group activities. They were a good way to
interact with other students coming from different fields/sub-fields,
so the chats we had were sometimes strange yet overall engaging”.

3 Syllabus
The tutorial is organized in two parts (Table 1). In the first part
of the tutorial, we will discuss the concept of positionality. Partic-
ipants will be invited to conduct a group activity to discuss the
terminology associated with responsible IR. This activity was in-
spired by a workshop developed by Prof. Anthony McCosker [3].
It draws on Raymond Williams’ Keywords project [20], which has
helped to explore and socialize the language associated with new
technologies.

In the second part, rather than providing definitions of concepts
associated with responsible IR, the tutorial will follow a hands-on
approach, where concepts such as fairness, diversity, participatory
research, and ethics are instantiated in case studies based on existing
research, including:

• Evaluating fairness and diversity in rankings [1, 15]
• Designing and evaluating presentation strategies for fact-
checking reports [6, 13, 16, 18]
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Table 1: Tentative schedule of the half-day tutorial.

Time Event
09:00–09:15 Acknowledgment of Country & Opening
09:15–10:45 Part I: Positionality and Group Activity (keywords)
10:45–11:00 Morning tea break
11:15–12:00 Part II: Case Studies (fairness & diversity,

participatory research, and ethical considerations)
12:15–12:30 Wrap up & Closing

• Quantifying and measuring bias and engagement [10–12, 16]
• Characterizing information seeking processes using neuro-
physiological signals [7, 8, 14]

• ethical considerations of search engines in the era of genera-
tive AI [4, 19]

The report by Spina et al. [17] discusses in detail the content and
activities that will be covered in the tutorial. The webpage of the tu-
torial contains additional information: https://www.damianospina.
com/tutorial/responsible-ai/.

4 Tutorial Outcomes
The tutorial is designed for practitioners and researchers interested
in knowing more about how to apply responsible practices in their
work. It is potentially relevant to all conference attendees, including
students, early-career, and experienced researchers.

The learning outcomes of this half-day tutorial are two-fold:
(1) a better understanding of the concept of positionality, and the

acknowledgment of differences in terminology and methods
when working in multidisciplinary teams; and

(2) the application of responsible AI concepts in the context of
interactive information retrieval research.

5 Presenter
Dr. Damiano Spina is a Senior Lecturer at the School of Computing
Technologies, RMIT University, Australia, an Associate Investigator
at the ARC Centre of Excellence for Automated Decision-Making
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Internet Observatory (AIO).

His research focuses on interactive information retrieval and
evaluation of information access systems. Dr. Spina completed his
PhD in Computer Science in 2014 (UNED, Spain). He has published
more than 70 peer-reviewed scientific publications in the field of
information retrieval. He serves as editorial boardmember for IP&M
and ACM TOIS, and he is an active Program Committee member
of various IR conferences. He is the recipient of an ARC Discovery
Early Career Researcher Award (DECRA) and the 2021 RMIT Award
for Research Impact (Technology).

Dr. Spina is an active mentor and PhD supervisor, including co-
supervision in multidisciplinary teams with scholars and students
from media and communication, psychology, and design. He has
co-organized workshops in international conferences and shared
tasks for evaluation campaigns at CLEF and IberLEF.
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