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ABSTRACT
We propose research to investigate a new paradigm for Interactive
Information Retrieval (IIR) where all input and output is mediated
via speech. Our aim is to develop a new framework for effective
and efficient IIR over a speech-only channel: a Spoken Conversa-
tional Search System (SCSS). This SCSS will provide an interac-
tive conversational approach to determine user information needs,
presenting results and enabling search reformulations. We have
thus far investigated the format of results summaries for both audio
and text, features such as summary length and summaries docu-
ments (noisy document or clean document) generated from (noisy)
speech-recognition output from spoken document. In this paper
we discuss future directions regarding a novel spoken interface tar-
geted at search result presentation, query intent detection, and in-
teraction patterns for audio search.

Categories and Subject Descriptors
H.5.1 [Multimedia Information Systems]; H.3.3 [Information
Search and Retrieval]

Keywords
Spoken Retrieval; Search Result Summaries; Crowdsourcing; Spo-
ken Conversational Search

1. INTRODUCTION
The popularity of mobile technology, such as smartphones and

wearable devices, has made information access on mobile devices
a topic of growing relevance [3]. The usage ergonomics differ from
desktop computers due to a smaller screen and the lack of a phys-
ical keyboard. The characteristics of mobile devices make them
challenging for displaying search result summaries. As a result, a
a Spoken Conversational Search System (SCSS) could be suitable
for information access on mobile devices due to the the system’s
interactive nature.
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Speech-based search has received more attention in recent years
with the development of systems such as Siri, Google Now, and
Cortana, where input and output are mediated via speech. Although
these systems allow users to pose queries by speech, they are lim-
ited in their response capabilities. For example, such systems are
often able to reply via speech to a “factoid” style search query (e.g.
“What is the capital of Australia”), but if a non-factoid style search
query is posed, the system reverts to displaying the results as a
ranked list on screen. In some situations, a speech-only interface
is of interest to the user, for example when no screen or keyboard
is available [22], or when users are on the move [11, 13, 18], op-
erating machinery [6, 7], or using wearable devices [3]. Results
presented on screen may also cause some accessibility issues for
people with a specific learning disability such as dyslexia, people
with limited literacy skills, or people with a visual impairment [15].

A key challenge of a SCSS is result presentation. Many ways of
presenting search results over audio exist. A SCSS should be able
to present the search results in a way that enables users to listen to
results, compare them after listening and decide which search re-
sult they want to know more. This requires many insights into how
users process information-dense speech. Thus designing a SCSS
involves different complexities compared to designing graphical
user interfaces. For example, speech as output requires informa-
tion to be presented concisely to minimise the information load on
users [18]. Dealing with both speech output and its content is also
challenging, as noted in [15]; a solution suggested therein involved
lowering task complexity by adding structure to the search task to
avoid cognitive overload.

To allow users to search using a SCSS we propose guiding them
not only through the search results but also through query refine-
ments. Therefore we will have to study the interaction patterns for
audio search closely and understand how users search. This will
help us to understand at which stages users change the intent of
their query and the dialogue move they use to do this.

2. RELATED WORK
Much research has been conducted into supporting searching by

voice input. However, only a few studies focused on the presenta-
tion of search results over a speech-only channel [15]. In this sec-
tion, we briefly outline some of the challenges associated with (cog-
nitive) processing of search results over speech, and briefly point to
work in related fields.

2.1 Cognitive Challenges of Spoken Search
Search over speech presents the user with several cognitive chal-

lenges. Since speech is a temporal medium, it is taxing for users [21].



Speech is transient, leaving no trace of the message to which the
user can later refer [12]. As a result, it is difficult to convey large
amounts of information via speech without overloading the user’s
short-term memory [12, 18]. A lack of graphical support, in the
form of text, means much less information can be transmitted to
the user at one time [22]. The fact that text can be re-read means
that most people absorb written information better than spoken in-
formation [22]. In addition, information delivered via speech is
linear, making it difficult to present complex structure [18]. Si-
multaneously, as a series of sounds, speech can blend with other
environmental sounds making it challenging to recognise [18].

To address some of these challenges, [22] suggest keeping spo-
ken output brief by eliminating extra words and using menus in-
stead of lists to avoid stressing users’ short-term memory. Though
such menus can act as shortcuts, they still need to be memorised [9].
By limiting the number of options, it becomes easier for users to re-
member all options thus reducing the working memory load [20].
Another way to avoid lists of information is by incorporating a con-
versational style [20]. Conversational style involves the system
using questions to filter the options of the query results, present-
ing fewer options per turn and providing confirmations [20]. This
helps users navigate the relevant information rather than requiring
them to remember all options [9]. However, the longer the con-
versation, the greater the number of refinements the user needs to
remember [20].

Systems such as screen readers and Spoken Dialogue Systems
(SDSs) are areas where research has been conducted into how to
allow users to achieve their goals without cognitively overloading
them. Users of screen readers are often presented with a flood of in-
formation resulting in an information overload which is cognitively
taxing [15]. To mitigate information overload, SDSs address this
issue by guiding the user through a dialogue to allow them to select
the right option. Thus SDSs overcome the problem of information
overload by refining options whenever there are too many options
available [19]. By studying screen reader users and the information
seeking process, [15] observed that screen reader users interact dif-
ferently with search engines than non-screen readers. Screen reader
users are often limited due to cognitive challenges and the lack of
support to over overcome those challenges.

3. CURRENT AND FUTURE WORK
This section first describes experiments which have already been

conducted and then discusses future research directions to develop
a SCSS.

3.1 Length of Web Search Result Summaries
In an initial experiment [17], we aimed to better understand how

to present search results over a speech-only communication chan-
nel without overwhelming the user with information, nor leaving
the user unsure as to whether what they heard covered the infor-
mation space. The length of search summaries plays an important
role in the presentation of search results. To investigate the impact
of the search result summary length in a spoken retrieval scenario,
we used a crowdsourcing platform1 to present queries and search
result summaries with different lengths to users. The queries in this
experiment were query topics from the Text REtrieval Conference
(TREC) 2013 Web Track to reflect common web search tasks [4].
The queries used were either single-faceted queries (queries with a
clear intent) or faceted queries (queries with a broader intent and
represented in subtopics). We investigated whether these two cat-

1http://www.crowdflower.com

egories had any impact on the preference of the search result sum-
mary length.

The search result summaries presented to the users were either
full-length or truncated versions of Google search result summaries.
Users were presented with both versions of the summaries and were
asked which version they most preferred. The preference was asked
for both text and audio presentation of the summaries. This allowed
us to use the text presentation as a baseline measure of the system.

Users reported that they preferred the full-length search result
summaries in text format over their truncated counterpart. For the
audio format, no clear preference was reported between full-length
or truncated search result summaries. However with single-faceted
queries in audio format users showed a clear preference for trun-
cated summaries.

Joachims et al. [10] found that the first and second search result
summaries receive the most attention from users. Our findings sup-
port these results for single-faceted query judgement distributions.
However, this distribution was not found in the faceted search re-
sult summaries. Instead, the first and last search result summary
received the most attention.

We believe that there is a need of further research on how to
present results over audio for faceted queries.

3.2 Generating Podcast Summaries from Noisy
Automated Transcriptions

In a second experiment, we investigated whether summaries gen-
erated from automated speech recognition (ASR) transcripts would
allow users to effectively judge document relevance. We also in-
vestigated whether those judgements were as accurate as non-ASR
transcript summaries and if there was a preference in the different
summaries (ASR summaries vs. non-ASR summaries). We used
podcasts and corresponding manual transcripts from the Australian
Broadcasting Commission (ABC)2 for this experiment. Thus, the
text collection consisted of the manual transcripts transcribed by
the ABC and automated transcripts transcribed with the AT&T WAT-
SON Speech API3. A known-item document scenario [1] was used
to design manual queries. Topic modeling was performed to min-
imise the likelihood of selecting documents associated with under-
represented topics. We used the same crowdsourcing platform as
mentioned above to collect user judgements and user preferences
of the different summaries. The results from the relevance task
suggested that summaries generated from ASR transcripts—with
correction of ASR errors in the summaries themselves—were as
effective for users performing relevance judgements as were sum-
maries generated from the manual transcripts. Note that corrected
summaries simulates the playback of such summaries in an audio
channel. The ASR corrected summaries were also no less preferred
than summaries generated from the original podcast transcriptions.
Therefore we suggest that transcripts with ASR errors can be ef-
fectively used for selecting segments of podcasts for use as audio
summaries for a speech-only podcast search system.

3.3 Future Work
This section discusses various techniques which we propose to

use in the design of a SCSS.

3.3.1 Query Intent and Result Presentation
The results from the experiment in Section 3.1 suggested that

different kinds of queries (single-faceted vs. faceted) benefit from
a summary optimised for the type of query. We therefore sug-
gest researching query intent recognition, allowing us to categorise
2http://www.abc.net.au
3http://developer.att.com/apis/speech/docs
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queries by type of intent, which will help to present users with
the appropriate summary for a specific query type. Queries with a
clear query intent (single-faceted queries) could be represented by
shorter summaries than queries with a broader query intent (faceted
queries). Our focus will be on addressing the faceted queries to help
a user refine the query in a conversation to narrow down search.
We also plan to investigate how a system can narrow down users’
search without directing them unduly.

Instead of presenting query results in a ranked list, we plan to in-
vestigate alternative ways of organising and presenting results. One
possible method is by clustering the query results where documents
are clustered based on document similarities or topic. Clusters can
be used to maximise coverage of an information space, allowing
users to understand the important concepts as well as potential re-
lationships between the search results [14]. Such structure will pro-
vide a scaffold for conversational approaches to navigating a set of
results. The system may also present options which are of no inter-
est to users, making it easier for users to explore and dive deeper
into the cluster that is most relevant to them [5]. Another method
would be to present facets to the user to allow them to narrow down
their search, similarly to the clustering approach [8].

3.3.2 Designing New Patterns of Interacting with In-
formation

Since we aim to understand a dialogue-oriented interface [16],
the system needs to be able to identify which dialogue acts the user
makes use of. Once a dialogue act of a spoken query is classified
into a certain group, the system will be able to support the user with
presenting the right information in the right presentation style for
that query. Thus we will use the extensive knowledge base from
speech act identification to determine the function of an utterance
of the query logs to which we have access. These logs consist of
many users interacting with a conversational search system to find
and listen to podcasts, books and news articles. The captured in-
teractions are organised in sessions and include queries, navigation
through search results and play/stop commands, among others.

Developing a spoken user interface differs in many aspects from
developing a graphical user interface. In developing a spoken user
interface, [12] suggests first listening and learning how people talk.
We therefore propose using a Wizard of Oz (WOZ) methodology
instead of using sketches and drawn storyboards [11]. The WOZ
technique allows us to capture the dialogue flow and user responses
to information presentation style. With the logs we will be able to
compare the human-computer spoken interaction styles to optimise
the dialogue flow.

3.3.3 Developing New Search Models for Audio
As we are researching the development of a SCSS, we need to

be able to understand the cognitive demands which are put on the
users when using the system. It has been mentioned that demands
on a user reduce performance [2]. In our case we could see a de-
cline in performance such as speed, response time or errors. Thus
it is important to understand and minimise the impact of these fac-
tors. Many cognitive models have been proposed, though they are
often for a conversation between two people. Our aim is to identify
which model is appropriate to a SCSS and if necessary modify the
model. One of the tools we will use is the widely-used NASA Task
Load Index (NASA-TLX) which will allow us to understand the
workload of a user when using a SCSS. The NASA-TLX could be
used in some of the crowdsourcing tasks.

4. CONCLUSION
This paper has outlined a research plan for developing a Spoken

Conversational Search System. As little research has been con-

ducted on this topic, we need to gather different methodologies
from different fields to develop techniques to handle issues with
search result presentation, query intent detection and interaction
patterns for search over speech.
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