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Grounding Question

Go to www.menti.com and use the 
code 3168 7558
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What is a topic? How are topics related to queries and intents?

What does it make a document relevant to a topic?

Which evaluation measure should we use? 

What does the evaluation score tell us about the quality of systems?
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?



Which Metric Would You Pick?

Go to www.menti.com and use the 
code 3168 7558

https://www.menti.com/eh8eb77k8w

https://www.menti.com/eh8eb77k8w


Which Approach Would You Follow To Pick The
Right Evaluation Measure?

Study metric behaviour in relation to
desirable properties wins!

l.' Mentimeter

*
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An Axiomatic Analysis of 
Diversity Evaluation Metrics: 
Introducing the Rank-Biased 
Utility Metric

Enrique Amigó, Damiano Spina, and Jorge Carrillo-de-Albornoz. 2018. An Axiomatic 
Analysis of Diversity Evaluation Metrics: Introducing the Rank-Biased Utility Metric. 
In Proceedings of SIGIR’18. DOI:https://doi.org/10.1145/3209978.3210024
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RBU: Rank-Biased Utility

https://github.com/rmit-ir/RBU and also available in EvALL: http://evall.uned.es/ 

https://github.com/rmit-ir/RBU
http://evall.uned.es/
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https://djoerdhiemstra.com/2021/fairness-in-information-retrieval/

Go to www.menti.com and use the 
code 3168 7558

https://www.menti.com/eh8eb77k8w

Is Diversity Enough?

https://www.menti.com/eh8eb77k8w
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HR/ job search Automatic candidate selection for jobs Smaller parties can be left out

if the system was evaluated by a non diverse group of 
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Ranking candidates for job vacancies, or ranking job 
vacancies for candidates.

If all top rankings have a certain characteristic but that  
doesn't actually cause the increased relevancy

Job offers Fraud Candidate ranking for job vacancies
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Describe a scenario on which rankings mav lead to discriminative or
unfair outcomes

l' Mentimeter

bank loan discrimination Ranking might put fake news higher than other real news. Information about political decisions, public opinions and
facts.

Elections Ranking or recommendation of online (fake) news articles.
Face recognition

Scholarship grants A fake story about a person may be ranked higher then a
true story about the person because the true stray is less
interesting. Hence the ranking helps to spread fake news

Web stores where users can market their own products

3-
•
0

-



l' Mentimeter

Image retrieval. Finding relevant previous cour t cases to use as basis for 
decision in new case

Recommender systems tha t  d o  no t  explore new 
recommendations, and only recommend the most popular  
items.

(Face recognit ion applied in surveillance - I'd like to be  
discriminated against here) The system is trained on what a specific majority finds 

relevant. Finding a doctor (e.g.male doctors might rank above female 
doctors)

Etsy

election vot ing compass

Vacancies

3-
•
0

-

Describe a scenario on which rankings mav lead to discriminative or
unfair outcomes

Mortgages cheeseballz
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Fairness
Individual Fairness

Similar individuals should be treated similarly.

Two candidates with the same skills and experience should receive the 
same treatment (e.g., positioned similarly in rankings).

Group Fairness

Each salient group should be treated comparably.

Female candidates should not be less likely to get shortlisted than male 
candidates, and vice versa.



Evaluating Fairness in 
Argument Retrieval

Sachin Pathiyan Cherumanal, Damiano Spina, Falk Scholer, and W. Bruce 
Croft. 2021. Evaluating Fairness in Argument Retrieval. In Proceedings of 
CIKM’21. DOI:https://doi.org/10.1145/3459637.3482099



Source: https://www.args.me/search.html?query=school%20uniforms
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(Un)fairness Metrics
Statistical Parity: proportion in various cut-offs of the ranking is similar to the 
proportion in the population

Different ways of comparing distribution in the sample (ranking) with distribution in 
population (ground truth)

● Normalized Discounted Difference (rND)

● Normalized Discounted K-L Divergence (rKL)

● Normalized Discounted Ratio (rRD)

36

Ke Yang and Julia Stoyanovich. 2017. Measuring Fairness in Ranked Outputs. In Proceedings of the 29th International
Conference on Scientific and Statistical Database Management (SSDBM '17). Association for Computing Machinery, New
York, NY, USA, Article 22, 1–6. DOI:https://doi.org/10.1145/3085504.3085526
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● Relevance (NDCG), (Un)fairness metrics,

and diversity (⍺-NDCG)
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Topic: Universal Basic Income

Argument Stance

...lifting society out of 
poverty….

PRO

UBI is individually 
destructive ...

CON

Code: https://github.com/rmit-ir/fair-arguments 
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● Test Collection: Ground truth
of 2,964 relevance judgments
across 49 topics.
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Experimental Setup

● System runs from Touché Lab at CLEF 2020.
● Relevance (NDCG), (Un)fairness metrics,

and diversity (⍺-NDCG)

37

● Test Collection: Ground truth
of 2,964 relevance judgments
across 49 topics.

● Relevance: Graded between
1 (least relevant) and 5 (most
relevant).

Topic: Universal Basic Income

Argument Stance

...lifting society out of 
poverty….

PRO

UBI is individually 
destructive ...

CON

Code: https://github.com/rmit-ir/fair-arguments 
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Results

● (Un)fairness metrics do not
increase monotonically w.r.t.
NDCG@5

● System ranks would change
when ranked using both
(un)fairness and relevance.

38

● Diversity is related but not 
equivalent to (un)fairness. 

For nDCG@5 higher is better and for (un)fairness metric 
rKL@5, lower is better.
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● Quantify this bias in exposure of different perspectives/stances.
● Real and controlled experiments conducted to study  the relationship between 

diversity and (un)fairness metrics.

Future Work:
● Fairness of topical categories along with stance i.e., Multi-Attribute fairness.
● Analyze other fairness and diversity metrics

Summary

● Search results for controversial topics often had a biased exposure of 
perspectives/stances.

39
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Assessing Viewpoint 
Diversity in Search 
Results Using 
Ranking Fairness 
Metrics

Tim Draws, Nava Tintarev, and Ujwal Gadiraju. 2021. Assessing 
Viewpoint Diversity in Search Results Using Ranking Fairness Metrics. 
SIGKDD Explor. Newsl. 23, 1 (June 2021), 50–58. 
DOI:https://doi.org/10.1145/3468507.3468515



The Meant, the Said, and the 
Understood: Conversational 
Argument Search and Cognitive 
Biases

Johannes Kiesel, Damiano Spina, Henning Wachsmuth, and Benno Stein. 2021. 
The Meant, the Said, and the Understood: Conversational Argument Search and 
Cognitive Biases. In Proceedings of the 3rd Conference on Conversational User 
Interfaces (CUI ’21) DOI:https://doi.org/10.1145/3469595.3469615



“Ok Google/Alexa/Siri, should students wear school uniforms?
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Conversational Argument Search

Large discrepancy between:

- Amount of information an intelligent assistant can convey 

- Exploration a complex/controversial topic demands

- Decision made by the system to expose information to the user via a speech-
only communication channel may create or reinforce unintended cognitive bias



Bias in Conversational Information 
Access
- Bias in Search (e.g., Azzopardi CHIIR’21)

- Bias in Conversational Systems and Personalized Knowledge Graphs (e.g., 
Gerritse et al. ICTIR’20)

Strategies: ignore, tell the user, or provide options to counterweigh/diversify

- Priming, anchoring, framing, availability bias…





Research Agenda



“Ok Google/Alexa/Siri, Is Australia outperforming other countries with its 
coronavirus vaccination rollout?”
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AADCS
2021 Virtual Seminar Serieshttp://adcs-conference.org/2021/

The 25th Australasian Document Computing Symposium 

December 9, 2021: 

January 13, 2022: 

January 18, 2022:

January 20, 2022:

February 3, 2022:

February 11, 2022:

February 24, 2022: 

Hierarchical Clustering of Corals using Image Clustering - R. Sawant, G. Demartini, and T. Bridge 
Cost-Effective Updating of Distributed Reordered Indexes - J. Mackenzie and A. Moffat

Document Clustering vs Topic Models: A Case Study - M. Yuan, P. Lin, and J. Zobel
MeSH Term Suggestion for Systematic Review Literature Search - S. Wang, H. Li, H. Scells, D. Locke, and G. Zuccon

Annotation of Struck-out Text in Handwritten Documents - H. Nisa, V. Ciesielski, J. Thom, and R. Tennakoon
Cohort-based Clinical Trial Retrieval - B. Koopman and G. Zuccon

Passage Based Answer-Set Graph Approach for Query Performance Prediction - G. Sarwar and C. O'Riordan
Crowdsourcing Backstories for Complex Task-Based Search - M. Steiner, D. Spina, F. Scholer, and L. Cavedon

An Analysis of the Australian Political Discourse in Sponsored Social Media Content - L. Han, R. Sawant, S. Fan,
G. Kefford, and G. DemartiniBusiness Meeting and Social Event

Conference Opening
Keynote 1: What users tell us: User Understanding and Modeling for Personalized Recommendation  
Assoc. Prof. Min Zhang, Tsinghua University

Conference Closing

Keynote 2: Maximising the potential of documents, NLP, and AI in an online employment marketplace: Technical
 and non-technical challenges - Dr. Terrence Szymanski, SEEK

@AusDocCompSymp Register here: https://bit.ly/ADCS2021Registration

Register here


