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Grounding Question

Go to www.menti.com and use the 
code 5267 2369
https://www.menti.com/3dj3tu8ofk

Source: Vicki Smith / Getty Images



https://www.mentimeter.com/app/presentation/cd8b48b92
288620abe7f75bac2fb8ba3/7e354b1fbd44/



Source: Moghadasi, S.I., Ravana, S.D. and Raman, S.N., 2013. 
Low-cost evaluation techniques for information retrieval 
systems: A review. Journal of Informetrics, 7(2), pp.301-312.



What is a topic? 
How are topics related to queries and intents?
What makes a document relevant to a topic?
Which evaluation measure should we use? 
What does the evaluation score tell us about the quality of systems?
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Topics, Intents, 
Queries, and Aspects 

User’s 
information need

Intent

1..nTopic Query1..m

Source: https://plg.uwaterloo.ca/~trecweb/2012.html

SIGIR’22 Perspectives Paper:



Subtopic/Aspect Document Id

Relevance Judgment

Qrels
Topic

Ranking

Evaluation Measure(Ranking, qrels) = Score



About Metrics

Go to www.menti.com and use the 
code 5267 2369
https://www.menti.com/3dj3tu8ofk





Madrid

How Do We Pick The Right Metric?

?

P@3?



Which Metric Would You Pick?

Go to www.menti.com and use the 
code 3100 9957

https://www.menti.com/m1173zzscx





Axiomatic Analysis



An Axiomatic Analysis of 
Diversity Evaluation Metrics: 
Introducing the Rank-Biased 
Utility Metric
Enrique Amigó, Damiano Spina, and Jorge Carrillo-de-Albornoz. 2018. An Axiomatic 
Analysis of Diversity Evaluation Metrics: Introducing the Rank-Biased Utility Metric. In 
Proceedings of SIGIR’18. DOI:https://doi.org/10.1145/3209978.3210024





Formal Properties (Diversity)



Formal Properties (Diversity)





RBU: Rank-Biased Utility

https://github.com/rmit-ir/RBU and also available in EvALL: http://evall.uned.es/ 

https://github.com/rmit-ir/RBU
http://evall.uned.es/




Diversity 

and 

Fairness

from a 

Ranking Evaluation 
perspective



Diversity 

and 

Fairness

from a 

Ranking Evaluation 
perspective



https://djoerdhiemstra.com/2021/fairness-in-information-retrieval/

Is Diversity Enough?

Go to www.menti.com and use the 
code 5267 2369
https://www.menti.com/3dj3tu8ofk





Fairness

Individual Fairness
Similar individuals should be treated similarly.
Talent search: candidates with the same skills and experience should receive the 
same treatment (e.g., positioned similarly in rankings).

Group Fairness
Each salient group should be treated comparably.
Talent search: female candidates should not be less likely to get shortlisted than 
male candidates, and vice versa.



Evaluating Fairness in Argument 
Retrieval
Sachin Pathiyan Cherumanal, Damiano Spina, Falk Scholer, and W. Bruce Croft. 2021. 
Evaluating Fairness in Argument Retrieval. In Proceedings of CIKM’21. 
DOI:https://doi.org/10.1145/3459637.3482099



Source: https://www.args.me/search.html?query=school%20uniforms

Stance
PRO
CON



(Un)fairness Metrics

Statistical Parity: proportion in various cut-offs of the ranking is similar to the proportion in 
the population

Different ways of comparing distribution in the sample (ranking) with distribution in population 
(ground truth)

● Normalized Discounted Difference (rND)

● Normalized Discounted Ratio (rRD)

● Normalized Discounted K-L Divergence (rKL)
Ke Yang and Julia Stoyanovich. 2017. Measuring Fairness in Ranked Outputs. In Proceedings of the 29th International
Conference on Scientific and Statistical Database Management (SSDBM '17). Association for Computing Machinery, New
York, NY, USA, Article 22, 1–6. DOI:https://doi.org/10.1145/3085504.3085526



Experimental Setup

● System runs from Touché Lab at CLEF 2020.
● Relevance (NDCG), (Un)fairness metrics,

and diversity (⍺-NDCG)

● Test Collection: Ground truth
of 2,964 relevance judgments
across 49 topics.

● Relevance: Graded between 1
(least relevant) and 5 (most
relevant).

Topic: Universal Basic Income

Argument Stance

...lifting society out 
of poverty….

PRO

UBI is individually 
destructive ...

CON

Code: https://github.com/rmit-ir/fair-arguments 



Results
● (Un)fairness metrics do not

increase monotonically w.r.t.
NDCG@5

● System ranks would change
when ranked using both
(un)fairness and relevance.

● Diversity is related but not 
equivalent to (un)fairness. 

For nDCG@5 higher is better and for (un)fairness metric 
rKL@5, lower is better.
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The Meant, the Said, and the Understood: 
Conversational Argument Search and 
Cognitive Biases

Johannes Kiesel, Damiano Spina, Henning Wachsmuth, and Benno Stein. 
2021. The Meant, the Said, and the Understood: Conversational Argument 
Search and Cognitive Biases. In Proceedings of the 3rd Conference on 
Conversational User Interfaces (CUI ’21)
DOI:https://doi.org/10.1145/3469595.3469615



“Ok Google/Alexa/Siri, should students wear school uniforms?



+

=
Provocation Paper at 





Conversational Argument Search

Large discrepancy between:
- Amount of information an intelligent assistant can convey 
- Exploration a complex/controversial topic demands

- Decision made by the system to expose information to the user via a speech-only 
communication channel may create or reinforce unintended cognitive bias
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“Ok Google/Alexa/Siri, Is Australia outperforming other countries with its coronavirus 
vaccination rollout?”


